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ABSTRACT:

Brain-Computer-Interfaces (BCIs) able to decode aes-
thetic preference could improve user experience in dig-
ital spaces by personalizing aesthetic stimuli selection
without requiring explicit user feedback that might in-
terrupt aesthetic experience. However, neuroscientific
understanding of aesthetic experience remains lacking,
while the tried and tested BCI classification algorithms
have not yet been applied to decode aesthetic prefer-
ences from EEG signals. We thus conducted an exper-
iment in which participants where exposed to visual art-
works in a virtual museum and requested to grade their
preferences for each of them, all this while their EEG
was being measured. Previous neuroaesthetic research
suggested that oscillatory modulations in different neu-
ral frequency bands could be informative of aesthetic
preference. Therefore, we tested a time-frequency fea-
ture classification method widely used in BCls, i.e. Fil-
terbank Common Spatial Patterns feature extraction to-
gether with shrinkage Linear Discriminant Analysis, in
a 2-class aesthetic preference classification problem. We
report promising aesthetic preference decoding accura-
cies significantly and substantially above chance level.

INTRODUCTION

Passive Brain-Computer-Interfaces (BCIs) allow implicit
and real-time monitoring of cognitive, affective and cona-
tive mental and embodied states in human users [1, 2].
Aesthetic experiences are complex experiences that are
composed of such states, notably attentional, affective
and reward-related states [3]. Humans in the 21th cen-
tury are exposed to an unprecedented amount of aesthetic
stimuli, especially in digital spaces such as social me-
dia. In such spaces, presentation of aesthetic stimuli, e.g.
visual art or music, relies on recommendation systems
that require explicit user feedback. However, giving ex-
plicit feedback requires cognitive effort that might inter-
rupt aesthetic experience.

Passive aesthetic preference decoding BClIs, on the other
hand, could allow personalization of art presentation in
digital spaces without interruption, and thus, improve
user experience [4]. Furthermore, aesthetic preference
decoding BCIs could be applicable in other domains such
as neuro-marketing in order to improve personalized ad-
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vertising [5], and it might even help improve positive ef-
fects of art exposure on health and well-being [6].
However, to our knowledge, only two studies have in-
vestigated single trial aesthetic preference decoding from
EEG. One using Deep Learning classifiers [7] and one
using Temporal Decision Trees [8]. Neither of them re-
ported any artefact removal procedure which renders the
interpretation of their results difficult [9].

Thus, there has been a lack of Electroencephalography
(EEG) single trial aesthetic preference decoding studies
with validated and effective EEG classification methods.
In order to alleviate this lack, this article aims to con-
tribute towards the development of aesthetic preference
decoding BClIs by applying validated BCI methods on
EEG data recorded in a virtual art museum environment.
The different components of aesthetic experience have
been shown to be related to oscillatory brain modulations
in various frequency bands [9]. Therefore, we used Filter
Bank Common Spatial Patterns (FBCSP) [10] and shrink-
age Linear Discriminant Analysis (SLDA) [11] in order
to decode aesthetic preference from oscillatory EEG fea-
tures.

In the following sections, we will describe the EEG and
subjective aesthetic preference data collection, as well as
the offline aesthetic preference decoding pipeline. Then,
we respectively report and discuss the aesthetic prefer-
ence decoding results. Finally, we offer prospects for fu-
ture research and summarize our findings.

MATERIALS AND METHODS

Farticipants:

14 healthy adult participants (7 women, aged 26.77 +
8.5) completed the whole experiment. All participants
grew up in Western cultures and, thus, were most familiar
with Western art. None of them reported a history of
neurological or psychiatric disorder. Participants gave
informed consent prior to the study. The study was con-
ducted in accordance with the ethical research guidelines
in the Declaration of Helsinki and was approved by
Inria’s ethics committee, the COERLE (approval num-
ber: 2023-11). For one participant, subjective aesthetic
appreciation ratings were not save correctly, due to a bug
in the recording. Thus, the following analyses are based
on 13 participants.
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Experimental protocol:

Figure 1: A participant taking part in the aesthetic preference
decoding BCI experiment

Each participant participated in one session of 2 hours.
The session was organized as follows: (1) consent
form signature and completion of several questionnaires
(around 20 min), (2) installation of the EEG cap (around
20 min), (3) 3 test trials to familiarize themselves with the
procedure, (4) 6 runs during which participants were pre-
sented artworks (around 60 min in total, including breaks
between the runs), (5) completion of post-session ques-
tionnaires (around 5 min), and (6) uninstallation and de-
briefing (around 10 min).

During each run, participants had to perform 20 trials
in a virtual museum environment displayed on a com-
puter screen. This Virtual Exhibition Environment (VEE)
has been developed through the Unity3D software, which
contains the textured 3D models for the visualisation of
the environment, artwork and lighting. The first version
of the VEE (VEE1) is a desktop application that allows
studies in the field of neuroscience, which can be con-
figured through a settings screen (it allows selecting the
library of images, modifying the lighting, texturing the
walls, adding screens and/or fixation crosses, among oth-
ers). The application can capture real-time Eye-Tracking
data (in a format readable by the OGAMA analysis soft-
ware), and send signals (using Lab Streaming Layer -
LSL [12]) to the OpenVIBE software [13] to synchro-
nise EEG data captured with the experiment’s timeline.
Figure 1 shows the experimental setup with one partici-
pant wearing an EEG cap while gazing at a painting in
the VEE. Eye-Tracking was not used in this study.

At the start of each trial, a blank screen was displayed
for a randomly sampled duration between 0.5 and 0.8s.
After that, a fixation cross appeared for 5s, in order to
measure a stable baseline, as well as to washout potential
emotions evoked by previous artworks. Then, an artwork
stimulus was presented for 10s. Finally, the subject rated
their aesthetic appreciation (liking and interest) of the art-
work on a scale from 0-100 using a slider. After each run,
the participants could rest for a minute. The timeline of
one trial of data collection with our experimental protocol
is shown in Figure 2. Participants were instructed to gaze
naturally at the art work. Instructions were written in ad-
vance so that all the participants started with the same
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standardized information.

Did you like this art?
—w >

Did it interest you?

Figure 2: The data collection included 6 blocks of 20 visual art
stimuli presentations and subsequent subjective aesthetic evalu-
ations

Questionnaires:
In addition to the participant’s general demographic in-
formation, we asked the participants to complete the fol-
lowing questionnaires:

¢ AREA [14] translated into French, to measure the
participant’s responsiveness to aesthetic experiences
in general. This questionnaire was filled out before
the EEG measurements.

* NeXT-Q [15] to measure the participant’s mental
states before and after the experiment.

Artworks:
The artworks displayed in the museum were 120 high
quality digital reproductions of diverse artworks orig-
inating from almost all continents and ranging from
pre-historic to contemporary time periods in the public
domain. The artworks had a minimum resolution of
450x669, with a mean of 11392920 pixels. We chose
artworks that were relatively unknown to a general
audience, in order to avoid familiarity effects. The
Artworks’ brightness levels were normalized in order to
avoid different brightness levels affecting the EEG [16].

EEG Recordings & Signal Processing:
EEG data were sampled at 256 Hz using an ActiChamp
amplifier (Brain Products, Gilching, Germany) with 31
active electrodes on a standard 10-20 montage. Elec-
trodes were placed on the following scalp locations: Fpl,
F3, F7, FT9, FC5, FC1, C3, T7, TP9, CP5, CP1, Pz, P3,
P7, O1, Oz, 02, P4, P8, TP10, CP6, CP2, Cz, C4, T8,
FT10, FC6, FC2, F4, F8, Fp2, i.e., on a broad scalp cov-
ering. The signal was grounded at Fpz and the reference
was placed on Fz during recording. During offline anal-
ysis, the data was re-referenced to common average ref-
erence. In order to decode aesthetic preference for visual
art from the EEG signal, the following signal processing
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pipeline was used and validated with a 10-fold shuffled
an stratified cross-validation:

First we manually inspected the data to reject bad chan-
nels. Then, we applied a 1-100Hz 4th order Butter-
worth bandpass filter and a notch filter at 50 Hz to re-
move line noise. Afterwards, we created fixed epochs
of Is length and cleaned these epochs using a local Au-
toreject [17]. These cleaned epochs were then fed into
an Extended Infomax Independent Component Analysis
[18]. The resulting independent components were clas-
sified with ICLabel [19]. Then, components labeled as
artefacts were excluded from the components used to re-
construct a clean signal from the raw EEG.

Then, trial epochs were extracted from 0.1-10s (t=0s be-
ing the start of the artwork display) during stimulus pre-
sentation and baseline corrected from -4s to -0.01s before
stimulus appearance.

Balanced Like and Dislike classes (for subsequent 2-class
classification of aesthetic experience) were determined
by partitioning the epochs based on quantilization of sub-
jective ratings inspired by Strijbosch et al. [20]. We
chose to include the data from the 45% most liked and
the 45% most disliked artworks which resulted in a mar-
gin of 10% medium liked artworks that were not included
in further analyses. This partitioning procedure resulted
in balanced classes with 55-58 epochs per class. Thus,
we defined aesthetic preference decoding as a 2-class su-
pervised classification problem with an estimated chance
level (¢=0.01) of 60.9% [21]. Classification accuracies
above this threshold can be considered to perform signif-
icantly better than random chance.

We extracted discriminant features of the EEG signal for
classification with FBCSP-sLDA. During the computa-
tion of the spatial filters, covariance matrices where esti-
mated using Oracle Approximating Shrinkage Estimator
[22]. A bank of 8 filters was used with 4th order Butter-
worth bandpass filters in the following frequency bands:
1-4Hz, 4-8Hz, 8-13Hz, 13-16Hz, 16-20Hz, 20-30Hz, 30-
50Hz, 50-70Hz.

Note that EEG analyses are often done with a cutoff at
30Hz in order to remove artefacts. However, higher fre-
quencies above 30Hz have been shown to contain dis-
criminative information about aesthetic experience [20].
Therefore, we decided to include higher frequency bands
in our analyses. For each of these band-pass filter, 6
CSP spatial filters were learned from the train set and ap-
plied on the test set during each global cross-validation
fold. After spatial filtering, log-transformed bandpower
features were extracted. For each cross-validation fold,
optimal features were selected using Recursive Feature
Elimination [23] with a local 5-fold shuffled and strati-
fied cross-validation (inner cross-validation) on the train-
ing set data of that fold (from the outer cross-validation).
The selected features were then fed into a sSLDA classifier.
Aesthetic preference decoding performance was evalu-
ated by computing the mean test accuracy over global
cross-validation folds for each subject. In addition, we
also ran a 10-fold shuffled an stratified cross-validated
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CSP-sLDA classification for each band-pass filter indi-
vidually, in order to investigate the discriminatory power
of each frequency band.

RESULTS
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Figure 3: Mean aesthetic preference FBCSP-sLDA decoding
accuracy for all subjects

We analysed the aesthetic preference decoding perfor-
mance in term of mean classification accuracy, for this
2-class BCI. Mean FBCSP-sLDA classification perfor-
mance with feature selection for all subjects is shown in
Figure 3. The overall mean decoding performance was
0.798 £ 0.162 %.

Classification on individual band-pass filters performed
much worse and well below the estimated chance level
on average with a mean accuracy of 0.541 + 0.052 and
showed a large variability across subjects. Figure 4 shows
the variability in mean classification performance across
subject for different band-pass filters.
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Figure 4: Mean aesthetic preference CSP-LDA decoding accu-
racy for individual frequency bands across subjects

DISCUSSION

Overall, FBCSP-sLDA classification yielded surprisingly
good results that were better than chance for most partic-
ipants. Only for one subject, classification performance
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was below the estimated chance level of 60.9%. The
relatively high classification accuracy suggests that EEG
single trial decoding of aesthetic preference is feasible.
Furthermore, the findings that combining features from
different frequency bands performs best support the idea
that aesthetic experiences involve multiple components.
Still, it remains possible that such relatively high clas-
sification performance relies, at least partly (and despite
our artefact correction procedure), on movement artefacts
in the EEG signal, as body movements can be informa-
tive of aesthetic experience [24]. In the following para-
graph we will discuss possible correlates of those fre-
quency bands that performed above chance for at least
one subject: Oscillations in the alpha band were most
informative which could be related to visual processing,
but might also be generated by eye movements. Theta
band features also seemed to contain some discriminatory
information which might be due to the activation of the
Default Mode Network during aesthetic experience [25].
Yet, theta band modulations can also be produced by eye
blinks [26]. Low and mid beta frequencies exhibited the
next best mean performance and have been implicated in
emotional processing during art perception [27]. Finally,
features in the gamma bands also performed relatively
well for some subjects. Although, gamma bands are fre-
quently excluded from EEG analyses, they have been im-
plicated in aesthetically moving experiences [20]. How-
ever, both beta and gamma frequencies are also known to
be commonly affected by muscular activity [28].

Sfuture work:

Aesthetic preference decoding with EEG BCls could po-
tentially be improved by using more advanced BCI clas-
sification algorithms, such as Deep Learning [29] or Rie-
mannian Geometry-based classifiers [30]. Furthermore,
the inclusion of features from other physiological modali-
ties such as electrodermal activity, heart rate or eye move-
ment might increase classification performance [31].
Although we report good performances for offline sin-
gle trial aesthetic preference decoding with passive BCI,
bridging the gap towards online classification remains
challenging. A major limitation remains the development
of the calibration phase, as we do not necessarily know
a user’s aesthetic preferences beforehand which compli-
cates the selection of optimal art stimuli in the train-
ing data during calibration. Potentially, statistical im-
age properties of the artworks that have been correlated
with subjective ratings [32] could inform stimuli selec-
tion in order to train a generalizable aesthetic preference
decoder.

CONCLUSION

We reported the first neuroaesthetic study using tested
BCT algorithms for single-trial aesthetic preference de-
coding from EEG. Our results revealed better than chance
classification accuracies for most subjects in discriminat-
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ing preferred vs non-preferred artwork, using a FBCSP-
sLDA classification pipeline. Individual bands analyses
suggested that the alpha, theta, high beta and gamma
bands were the most informative.

Although further work is required to develop online aes-
thetic preference decoding BCIs, the promising classifi-
cation results above chance level suggest that decoding
of aesthetic experience is feasible with EEG-based BClISs.
Future work should focus on improving the accuracies
obtained as well as in better identifying the possible con-
tributions of cortical EEG and possibly of muscle or eye
artifacts to the obtained decoding accuracies.
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