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ABSTRACT: The paper describes the important chal-
lenges of driving a BCI through EEG signals of emotions.
In particular, the complex emotional processing activated
by the human brain and the necessity of generating elic-
itation protocols to synchronize the acquisition of EEG
signals from emotions are presented. Besides, the limita-
tions of EEG in dealing with signals from emotions are
also discussed. Then, the specific neuropsychological is-
sues related to the use of protocols for eliciting emotions
are described. Due to the huge difficulty in managing
the uncertainty deriving from the above issues, the sur-
prising results obtained by recently proposed automatic
strategies for emotion classification and recognition, also
raising doubts about the correctness of the results, are re-
ported and discussed. Finally, suggestions are presented
regarding some procedures for uncertainty reduction and
for the future complete development of EEG-based emo-
tional BCls.

INTRODUCTION

A Brain-Computer Interface (BCI) [1] is a computer-
based communication system that collects signals gener-
ated by the evoked neural activity of the Central Nervous
System (CNS) and its goal is to provide a new channel of
output for the brain and requires voluntary adaptive con-
trol by the user [2]. Electroencephalography (EEG) is one
of the most commonly used techniques to measure neural
activity, through electrical signals, by placing electrodes
outside the skull [3]. EEG provides high temporal reso-
lution responses, is easy to use, safe, low-cost, and, for
these reasons, effective in providing the necessary brain
feedback for a BCI. A sketch of a BCI driven by EEG sig-
nals is provided in Fig. 1. BCIs, mainly those used as an
alternative communication tool for disabled people, are
based on event-related signals induced by external stim-
uli and synchronized with them (an example is the P300
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Figure 1: Overview of an online BCI system. The signal un-
dergoes acquisition (not shown), preprocessing, feature extrac-
tion, feature selections, and classification before feedback is
produced depending on its final classification.

[4]). Another consistent part is based on sensory—motor
rhythm amplitudes [5]. For patients with impaired vi-
sion, or suffering from seizures attacks caused by too
fast visual stimuli such as those used in P300, or that
have never experienced the control of the motor part of
their body, or whose signals produced by sensory—motor
rhythms, mostly at the alpha band, can be easily con-
fused with those due to artifacts caused by involuntary
and frequent movements, other paradigms, such as audi-
tory [6] and tactile [7], have been explored. However,
cases in which also these paradigms have little or no ef-
fect are frequent [6]. Moreover, there are some situations
in which some well-known techniques to build a BCI are
not possible, like severe brain injuries that affect, for ex-
ample, P300 elicitation [8]. For this reason, new ways
have been explored and one of the most promising is that
BClIs are based on the voluntary brain activity produced
by emotions, being emotions mostly related to the deeper
parts of the brain, mostly unaffected by disabilities [9—
14]. Emotions were first explored in the field of affec-
tive computing where some fascinating studies are dedi-
cated to making the computer more empathic to the user
and involved in the measurement of the user’s emotions
and representing them into human—computer interaction
systems [15]. They aim to find the activation of specific
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brain regions in response to specific emotions but, while
some regions are more active than others when experienc-
ing specific emotions, no specific region is activated by a
single emotion [16—18]. The brain regions most respon-
sible for emotions are the amygdala, insula, anterior cin-
gulate cortex, and orbitofrontal cortex. Through fMRI, it
has been found that there exist specific patterns of brain
activity, i.e. groups of brain districts, related to specific
emotions and that these patterns are common across in-
dividuals [18]. A scheme of the brain regions mostly in-
volved in the processing of emotions is indicated in red in
Fig. 2. Despite these advances, it remains very difficult
to recognize emotions, especially across individuals, be-
cause their patterns are very similar and can confuse each
other and because they are also subjective (i.e. different
individuals can have different ways of dealing with emo-
tions). Moreover, complex multi variable pattern analy-
sis techniques have to be used to identify distributed pat-
terns associated with specific emotions, especially from
EEG. Indeed, in EEG the sensitivity of the electrodes is
higher for external neurons and decreases for deeper neu-
rons (yellow part in Fig.2). This means that not all neu-
rons equally contribute to the EEG signal, with an EEG
predominately reflecting the activity of cortical neurons
near the electrodes on the scalp. Deep structures within
the brain, mainly involved in the emotional process, are
further away from the electrodes and will not contribute
directly to an EEG. Furthermore, EEG signals have an
intrinsic nonlinear and nonstationary nature. The basic
source of the nonstationarity in EEG signal is a reflection
of switching of the inherent quasi-stable states of neu-
ral assemblies during brain functioning and is not due to
the casual influences of the external stimuli on the brain
mechanisms. EEG signal recorded from a scalp electrode
is influenced by different deeper sources, each ’transmit-
ting’ with different and variable intensity, thus making
the main source of the registered signal from one brain
structure to another. Nonstationarity also arises because
of different time scales of the dynamic processes of brain
activity. Finally, the signals are affected by noise and ar-
tifacts which, in some cases, are difficult to reduce ef-
fectively. Despite that, recently proposed nonlinear auto-
matic strategies, learning by data collected during task-
related protocols execution, promise to recognize emo-
tions with very high accuracy, starting from EEG signals
collected by eliciting protocols. In what follows, we first
discuss the complex emotional processing activated by
our brain, the disagreement in creating a commonly ac-
cepted model for representing emotions, and the neces-
sity of generating elicitation protocols to synchronize the
acquisition of EEG signals from emotions. Then we de-
scribe the specific neuropsychological issues related to
the use of protocols for eliciting emotions. Moreover, we
emphasize the surprising results obtained by recently pro-
posed automatic strategies for emotion classification and
recognition from EEG signals collected by these elicita-
tion protocols, also raising doubts about the correctness
of the results in light of the great uncertainty of the data
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and protocols. Finally, we propose some cues for the fu-
ture of EEG-based emotional BClIs.

BRAIN EMOTIONAL PROCESSING AND EMO-
TIONAL MODELS

The neural locations involved in the genesis and process-
ing of emotions are multiple, including the Autonomic
Nervous System (ANS), the hypothalamus, the ascending
reticular system, the limbic system, some cortex lobes,
and the amygdala [19]. In recent years, attention has
also been focused on the network of interconnected re-
gions involved in emotional processing, even if neuropsy-
chological data do not confirm the theory of a single
emotional network, but of multiple networks that con-
trol multiple emotions [19]. In these networks, struc-
tures such as the thalamus, somatosensory cortex, so-
matosensory association cortex, amygdala, insula, and
medial prefrontal cortex have been clearly recognized
[19]. Although there is no single shared definition of
emotion, many researchers define an emotion as a feeling
related to an event occurring during a subjective experi-
ence characterized by a complex brain function includ-
ing information acquisition, manipulation, storage, and
recall [20]. Ochsner and Gross [21] assumed that emo-
tions are consequences of external stimulations or inter-
nal mental representations with valence and well-defined
characteristics. Furthermore, some researchers [19] hy-
pothesize that emotions have three components: physi-
ological reaction, behavioral response, and feeling, i.e.
a subjective response to emotions. Emotion recognition
aims to detect the affective state of a subject directly by
brain activity and recent works focalized the attention on
the correlation between brain oscillations and emotions
[22, 23]. Actually, besides the lack of an univocal defi-
nition of emotion, there is also no consensus in the sci-
entific community on a general theory of emotions. In-
deed, the theory of emotions is divided into two main
models: discrete and dimensional models [24]. Discrete
models classify emotions without considering any axis to
quantify the specific characteristics of each one. Further-
more, the number of emotions depends on the theoretical
framework. Dimensional models define some common
continuous features and place each emotion in a point
of the space based on the values of the considered fea-
tures. One of the most accepted dimensional models is
the Russel Circumplex Model [25]. It has two dimen-
sions: Arousal (degree of activation) and Valence (degree
of pleasure). More complex dimensional models, besides
Valence and Arousal, also include Dominance (degree
of attention) to produce a Valence Arousal-Dominance
(VAD) or Pleasure-Arousal- Dominance (PAD), creating
a 3D space of emotions [26]. Valence goes from unpleas-
ant to pleasant, Arousal goes from passive to active, and
Dominance goes from submissive to dominant, represent-
ing the degree of controllability of a specific emotion.
Another model [27] is composed of Valence, Arousal,
Dominance, and Predictability, where the last element
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Figure 2: EEG brain sensitivity map (in yellow), with sensitiv-
ity decreasing with depth, and the main circuits of the limbic
system, where emotions mostly originate (in red).

represents the level of surprise. Among many, EEG is one
of the technique to measure brain activity in real-time and
in almost normal, minimally invasive, conditions. It has
the advantage to have great time resolution but low spa-
tial resolution, and, compared to others, it is cheaper and
more portable. However, the accurate study of emotions
would require their direct measurement. The measure-
ment of spontaneous emotions in daily-life conditions is
challenging, due to many condunding variable that occurs
during the recording. Usually, for EEG, an external stim-
ulation (videos, sounds, images, etc.) or memory recall is
required to elicit emotions in well-defined experimental
sessions and environments. The resulting signals are usu-
ally stored in public datasets [28] to allow open-source
recovery, processing, and analysis. In particular, many
of them use external stimuli such as videos or/and audios
[29-31] and some of them use self-stimulation from their
memory [32, 33]. Emotion recognition is a particularly
difficult domain due to the number of variables influ-
encing emotions, including the elicitation mode, the ex-
perimental protocol, the subject’s basal emotional state,
and the used instrumentation. The main problem with
datasets collected through external elicitation is the pres-
ence of biases, mainly related to the used protocol. For
this reason, in the last years, many signal datasets of emo-
tions have been proposed, each with pros and cons, but no
one is completely free from biases.

ELICITATION PROTOCOLS, EEG DATASETS, AND
CHALLENGES

An important aspect necessary for recognizing emotions
by EEG is to get specific features characterizing their
signals, collected from several analyzed subjects. This
is done through the design of specific elicitation proto-
cols and the organization of measurement sessions dur-
ing which the elicited emotions are synchronized with the

CCBY

https://creativecommons.org/licenses/by/4.0/deed.en

This CC license does not apply to third party material and content noted otherwise.

368

10.3217/978-3-99161-014-4-064

measurement, making it very difficult to measure sponta-
neous emotions in a real-life context. The protocols pro-
duce stimuli in the form of items, events, or conditions
that cause a person to elicit emotional responses or be-
haviors for studying and understanding various psycho-
logical processes. Stimuli can include situations, scenar-
ios, or social interactions. Well-known stimuli for elicit-
ing the targeted emotions are virtual reality (VR), images,
video games, music, audio/video clips, audio, and/or
videos [28, 34-36]. Based on the type of stimulus, var-
ious emotions are elicited which are manually ranked to
be used by nonlinear processing strategies. Without go-
ing into specific details about the elicitation protocols and
the related datasets that originated from them, it is worth
noting that several criticalities take origin from every
stimulation protocol we can define. Overall, significant
challenges arise to obtaining reliable and representative
EEG data of emotions, with many limitations stemming
from elicitation approaches, lack of adequate baselines,
reduced number of sensors, equipment instability, etc. In
summary, we can observe numerous challenges that must
be overcome in order to obtain EEG data that more ac-
curately represent emotions, aiming to surpass current
limitations caused by stimulation protocols, lack of ad-
equate baselines, limited number of sensors during ac-
quisition, and instrument instability. The number of EEG
channels should always be very high (> 64) to allow for
high-density acquisition, which can then be reduced dur-
ing preprocessing to identify the most significant chan-
nels, and a multimodal acquisition should always be used
rather than a single system (e.g., EEG + ECG). Addi-
tionally, environmental parameters should be measured
to verify and correct instrumental errors. User interaction
with the experiment (e.g., evaluation of each stimulus) in-
troduces numerous artifacts and interruptions that could
introduce further bias and noise into the measured sig-
nal. Furthermore, a simple limit to overcome concerns
acquiring all possible demographic, physical conditions
(age, hair, health...) and psychological data to control for
potential confounding variables (e.g., lateralization) and
using validated psychological scales for assessing emo-
tional states. Additionally, using many different trials for
each recorded emotion allows for intra-subject and inter-
subject analyses, and the acquisition context should be
as neutral as possible to avoid introducing additional bi-
ases due to the environment. Finally, the subject’s adap-
tation time to the new experiment should be respected to
allow them to feel comfortable, and consideration should
be given to the subject’s fatigue for long-duration exper-
iments, including assessing their mental workload at an-
other time. Among the current limitations specifics for
emotional studies, we found the use of individual emo-
tional elicitation trials for each participant, as well as the
significant subjectivity of responses to individual external
emotional stimuli, which thus require prior and/or poste-
rior evaluation to assess whether such stimuli are appro-
priate for the subject. Often, there is a lack of adequate
baseline in databases, which should instead be recorded
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at numerous points before, after, and during EEG data ac-
quisition and also is needed the acquisition of their per-
sonal “ground truth” of the stimuli used, acquiring their
evaluation of the stimuli used in the experiment. Finally,
there is the ethical problem that must be taken into ac-
count during emotional stimulation. In emotional stimu-
lation protocols, images or videos containing emotional
situations are often used to elicit emotional reactions in
participants that are commonly referred to external situ-
ations (e.g. people in critical situations) and not related
to the participant’s personal situation. It is important to
note that this approach tends to focus mainly on negative
emotions, as these cannot be induced directly in partici-
pants. In contrast, positive emotions can be evoked either
directly or through indirect stimulation that shows third
parties experiencing positive emotions. It is crucial to
consider that, under normal conditions, participants are
in a state of relaxation, which can be interpreted as a
positive emotion according to many theories, including
Russell’s model, which posits that there are no “neutral”
emotions [25]. Finally, the advancement in using EEG
for recovering emotions depends on the ability to over-
come the above issues effectively, when possible.

THE SURPRISING PERFORMANCE OF THE RE-
CENT EMOTION RECOGNITION MODELS

In the last few years, with the advent of non-linear Al-
based models, there has been a huge effort to improve
emotion recognition by EEG [37, 38] and many more
have been added since the above reviews. In particu-
lar, deep learning (DL) methods with convolutional neu-
ral networks (CNN) [39] and long short-term memory
(LSTM) [40] have provided better performance, in terms
of accuracy, than traditional deterministic processing al-
gorithms. Indeed, over the years these models have been
refined to include intrinsic characteristics of the problem,
to get any potential spatial/temporal unknown relation-
ship, and to better fit the data at hand. For example,
the dynamic relationship among EEG channels in dif-
ferent regions has been represented graphically through
dynamic graph CNN [41] and adaptive graphs [42], for
taking into account the spatial correlations of EEG data.
Besides, to include the cross-subject variability and non-
stationarity of the EEG signals, transfer learning has been
introduced to solve the inconsistencies between training
signals and the signals used for the test. To this aim,
new hypotheses were added to the models regarding brain
symmetry/asymmetry, as in the bi-hemisphere domain
adversarial neural network [43] and in the bi-hemispheric
discrepancy model [44]. Other methods try to reduce
subject variability in EEG by introducing specific do-
main residual networks [45, 46]. These models are sim-
ilar to residual networks with the advantage that they do
not require any prior information during training. Sev-
eral other model adaptations have regarded the proposal
of a dynamic adversarial adaptation network that dynam-
ically learns domain-invariant representations both on a
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local and a global scale. One of these methods [46], pro-
posed a joint distribution adaptation to take into account
the joint distribution differences across individuals. An-
other recently proposed model [47] proposed an adver-
sarial discriminative temporal convolutional network for
cross-domain (cross-subject and/or cross-dataset) emo-
tion recognition with further achievements in emotion
recognition. Without going into further details, several
other methods for emotion recognition have been pro-
posed, some of them are here reported [48—54], whose
results have allowed to improve the accuracy that, for
a three-class emotion dataset [55] (e.g. Positive, Nega-
tive and Neutral), ranged from about 60%, from the first
moves of DL, to above 90% and, for a four-class emo-
tion dataset [56] (e.g. Neutral, Sad, Fear, Happy), ranged
from 38% to above 80%, with a huge improvement in
the result stability (standard deviation passed from about
13% of the first DL models, to about 7% of the recently
proposed models).

DISCUSSION AND CONCLUSION

Recent DL models applied to EEG have become ever
more and more complex to include any sort of prior in-
formation and/or to highlight any sort of potential re-
lationship among the measured data. In some cases,
they also included constrained based on findings pro-
vided by other diagnostic tools, like fMRI, to push the
performance toward ideal values. Since most of the in-
trinsic mechanisms of brain behavior are still not com-
pletely understood, in particular regarding emotions, and
because complementary measurement tools collect dif-
ferent parameters of the same phenomenon, consider dif-
ferent measurement brain places, are differently affected
by noise and artifacts, and use different protocols, it could
be improper to use the results of one to design constraints
for the other. According to EEG, its main limitation on
emotion recognition is that its measurements take place
far from the source of emotions and that it probably mea-
sures the brain processing of emotions more than the
emotions themselves. However, this does not mean that
EEG measurements are not useful for emotion recogni-
tion but just that the task could be difficult. Besides, the
EEG signals are intrinsically nonlinear and nonstationary,
and, those from emotions, are strongly subject-dependent
and related to other brain processing tasks. Last, but not
least important, emotions are not collected during real-
life experience but during the execution of a task elicited
by a specific activation/synchronization protocol. Despite
that, the performance of the recent DL models for emo-
tion recognition by EEG is surprisingly good and doubt
arises: the designed models could unintentionally use
plenty of heuristics, producing unaware data overfitting.
The present article aims at giving rise to a reflection on
the goodness of these results, to push, for the future, to a
substantial verification of the proposed methods, to define
further elicitation protocols to collect data to be used in
this verification, to apply explainable Al for comprehend
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which features, brain regions, and brain connections (spa-
tial and temporal) are mostly involved in the emotional
process and, finally, to apply these verified findings for
EEG, emotion-driven, BCI.

REFERENCES

[1] Yadav H, Maini S. Electroencephalogram based
brain-computer interface: Applications, challenges, and
opportunities. Multimedia Tools and Applications.
2023;82(30):47003-47047.

[2] Shih JJ, Krusienski DJ, Wolpaw JR. Brain-computer
interfaces in medicine. In: Mayo clinic proceedings.
2012, 268-279.

[3] Niedermeyer E, Silva FL da. Electroencephalogra-
phy: Basic principles, clinical applications, and related
fields. Lippincott Williams & Wilkins (2005).

[4] Farwell LA, Donchin E. Talking off the top of your
head: Toward a mental prosthesis utilizing event-related
brain potentials. Electroencephalography and clinical
Neurophysiology. 1988;70(6):510-523.

[5] Neuper C, Miiller-Putz GR, Scherer R, Pfurtscheller
G. Motor imagery and eeg-based control of spelling de-
vices and neuroprostheses. Progress in brain research.
2006;159:393-409.

[6] Kiibler A, Furdea A, Halder S, Hammer EM, Nijboer
F, Kotchoubey B. A brain—computer interface controlled
auditory event-related potential (p300) spelling system
for locked-in patients. Annals of the New York Academy
of Sciences. 2009;1157(1):90-100.

[7] Muller-Putz GR, Scherer R, Neuper C, Pfurtscheller
G. Steady-state somatosensory evoked potentials: Suit-
able brain signals for brain-computer interfaces? IEEE
transactions on neural systems and rehabilitation engi-
neering. 2006;14(1):30-37.

[8] Placidi G, Cinque L, Di Giamberardino P, Iacoviello
D, Spezialetti M. An affective bci driven by self-induced
emotions for people with severe neurological disorders.
In: New Trends in Image Analysis and Processing—ICIAP
2017: ICIAP International Workshops, WBICV, SS-
PandBE, 3AS, RGBD, NIVAR, IWBAAS, and MADiMa
2017, Catania, Italy, September 11-15, 2017, Revised Se-
lected Papers 19. 2017, 155-162.

[9] Garcia-Molina G, Tsoneva T, Nijholt A. Emo-
tional brain—computer interfaces. International journal
of autonomous and adaptive communications systems.
2013;6(1):9-25.

[10] Nie D, Wang XW, Shi LC, Lu BL. Eeg-based emo-
tion recognition during watching movies. In: 2011 5th in-
ternational IEEE/EMBS conference on neural engineer-
ing. 2011, 667-670.

[11] Lozzi D, Mignosi F, Spezialetti M, Placidi G,
Polsinelli M. A 4d Istm network for emotion recogni-
tion from the cross-correlation of the power spectral den-
sity of eeg signals. In: 2022 IEEE/WIC/ACM Interna-
tional Joint Conference on Web Intelligence and Intelli-
gent Agent Technology (WI-IAT). 2022, 652-657.

CCBY

https://creativecommons.org/licenses/by/4.0/deed.en

This CC license does not apply to third party material and content noted otherwise.

370

10.3217/978-3-99161-014-4-064

[12] Iacoviello D, Petracca A, Spezialetti M, Placidi G.
A real-time classification algorithm for eeg-based bci
driven by self-induced emotions. Computer methods and
programs in biomedicine. 2015;122(3):293-303.

[13] Iacoviello D, Petracca A, Spezialetti M, Placidi
G. A classification algorithm for electroencephalography
signals by self-induced emotional stimuli. IEEE transac-
tions on cybernetics. 2015;46(12):3171-3180.

[14] Pistoia F er al. Eeg-detected olfactory imagery to
reveal covert consciousness in minimally conscious state.
Brain injury. 2015;29(13-14):1729-1735.

[15] Picard RW, Klein J. Computers that recognise and
respond to user emotion: Theoretical and practical im-
plications. Interacting with computers. 2002;14(2):141-
169.

[16] Kober H, Barrett LF, Joseph J, Bliss-Moreau
E, Lindquist K, Wager TD. Functional grouping
and cortical-subcortical interactions in emotion: A
meta-analysis of neuroimaging studies. Neuroimage.
2008;42(2):998-1031.

[17] Lindquist KA, Wager TD, Kober H, Bliss-
Moreau E, Barrett LF. The brain basis of emotion:
A meta-analytic review. Behavioral and brain sciences.
2012;35(3):121-143.

[18] Kassam KS, Markey AR, Cherkassky VL, Loewen-
stein G, Just MA. Identifying emotions on the basis of
neural activation. PloS one. 2013;8(6):e66032.

[19] Gazzaniga MS, Ivry RB, Mangun G. Cognitive neu-
roscience. the biology of the mind,(2014). 2006.

[20] Alarcao SM, Fonseca MJ. Emotions recognition us-
ing eeg signals: A survey. IEEE transactions on affective
computing. 2017;10(3):374-393.

[21] Ochsner K, Gross J. The cognitive control of emo-
tion, trends in cognitive sciences. 2005; 9 (5): 242-249.
[22] Placidi G, Avola D, Petracca A, Sgallari F,
Spezialetti M. Basis for the implementation of an eeg-
based single-trial binary brain computer interface through
the disgust produced by remembering unpleasant odors.
Neurocomputing. 2015;160:308-318.

[23] Di Giamberardino P, Iacoviello D, Placidi G,
Polsinelli M, Spezialetti M. A brain computer interface
by eeg signals from self-induced emotions. In: VipIM-
AGE 2017: Proceedings of the VI ECCOMAS Thematic
Conference on Computational Vision and Medical Image
Processing Porto, Portugal, October 18-20, 2017. 2018,
713-721.

[24] Fujimura T, Matsuda YT, Katahira K, Okada M,
Okanoya K. Categorical and dimensional perceptions in
decoding emotional facial expressions. Cognition & emo-
tion. 2012;26(4):587-601.

[25] Russell JA. A circumplex model of affect. Journal
of personality and social psychology. 1980;39(6):1161.
[26] Russell JA, Mehrabian A. Evidence for a three-
factor theory of emotions. Journal of research in Person-
ality. 1977;11(3):273-294.

[27] Fontaine JR, Scherer KR, Roesch EB, Ellsworth
PC. The world of emotions is not two-dimensional. Psy-
chological science. 2007;18(12):1050-1057.

Published by
Verlag der Technischen Universitat Graz



Proceedings of the

9th Graz Brain-Computer Interface Conference 2024

[28] Kamble K, Sengupta J. A comprehensive sur-
vey on emotion recognition based on electroencephalo-
graph (eeg) signals. Multimedia Tools and Applications.
2023:1-36.

[29] Koelstra S et al. Deap: A database for emotion anal-
ysis; using physiological signals. IEEE transactions on
affective computing. 2011;3(1):18-31.

[30] Soleymani M, Lichtenauer J, Pun T, Pantic M.
A multimodal database for affect recognition and im-
plicit tagging. IEEE transactions on affective computing.
2011;3(1):42-55.

[31] Katsigiannis S, Ramzan N. Dreamer: A database for
emotion recognition through eeg and ecg signals from
wireless low-cost off-the-shelf devices. IEEE journal of
biomedical and health informatics. 2017;22(1):98-107.
[32] Onton JA, Makeig S. High-frequency broadband
modulation of electroencephalographic spectra. Frontiers
in human neuroscience. 2009;3:560.

[33] Bigirimana AD, Siddique NH, Coyle D. Brain-
computer interfacing with emotion-inducing imagery: A
pilot study. In: the 7th Graz BCI Conference 2017. 2017.
[34] Marchewka A, Zurawski ¥, Jednorég K,
Grabowska A. The nencki affective picture system
(naps): Introduction to a novel, standardized, wide-range,
high-quality, realistic picture database. Behavior research
methods. 2014;46:596-610.

[35] Lang P, Bradley MM. The international affective
picture system (iaps) in the study of emotion and atten-
tion. Handbook of emotion elicitation and assessment.
2007;29:70-73.

[36] Sarma P, Barma S. Review on stimuli presenta-
tion for affect analysis based on eeg. IEEE Access.
2020;8:51991-52009.

[37] Wang J, Wang M. Review of the emotional feature
extraction and classification using eeg signals. Cognitive
Robotics. 2021;1:29-40.

[38] Rahman MM et al. Recognition of human emotions
using eeg signals: A review. Computers in Biology and
Medicine. 2021;136:104696.

[39] Lawhern VJ, Solon AJ, Waytowich NR, Gor-
don SM, Hung CP, Lance BJ. Eegnet: A com-
pact convolutional neural network for eeg-based
brain—computer interfaces. Journal of Neural Engineer-
ing. 2018;15(5):056013.

[40] Wang Y et al. Eeg-based emotion recognition
with similarity learning network. In: 2019 41st Annual
International Conference of the IEEE Engineering in
Medicine and Biology Society (EMBC). IEEE, Jul. 2019.
[41] Song T, Zheng W, Song P, Cui Z. Eeg emotion
recognition using dynamical graph convolutional neural
networks. IEEE Transactions on Affective Computing.
2020;11(3):532-541.

[42] Song T, Liu S, Zheng W, Zong Y, Cui Z. Instance-
adaptive graph for eeg emotion recognition. Proceed-
ings of the AAAI Conference on Artificial Intelligence.
2020;34(03):2701-2708.

[43] LiY,Zheng W, Zong Y, Cui Z, Zhang T, Zhou X. A
bi-hemisphere domain adversarial neural network model

CCBY

https://creativecommons.org/licenses/by/4.0/deed.en

This CC license does not apply to third party material and content noted otherwise.

371

10.3217/978-3-99161-014-4-064

for eeg emotion recognition. IEEE Transactions on Af-
fective Computing. 2018;12(2):494-504.

[44] Li Y et al. A novel bi-hemispheric discrepancy
model for eeg emotion recognition. IEEE Transactions on
Cognitive and Developmental Systems. 2020;13(2):354—
367.

[45] Ma BQ, Li H, Zheng WL, Lu BL. Reducing the
subject variability of eeg signals with adversarial domain
generalization. In: Neural Information Processing: 26th
International Conference, ICONIP 2019, Sydney, NSW,
Australia, December 12-15, 2019, Proceedings, Part I 26.
2019, 30-42.

[46] LiJ, Qiu S, Du C, Wang Y, He H. Domain adap-
tation for eeg emotion recognition based on latent repre-
sentation similarity. IEEE Transactions on Cognitive and
Developmental Systems. 2019;12(2):344-353.

[47] He Z, Zhong Y, Pan J. An adversarial discrimina-
tive temporal convolutional network for eeg-based cross-
domain emotion recognition. Computers in Biology and
Medicine. 2022;141:105048.

[48] Zhong P, Wang D, Miao C. Eeg-based emo-
tion recognition using regularized graph neural net-
works. IEEE Transactions on Affective Computing.
2020;13(3):1290-1301.

[49] Cimtay Y, Ekmekcioglu E. Investigating the use
of pretrained convolutional neural network on cross-
subject and cross-dataset eeg emotion recognition. Sen-
sors. 2020;20(7):2034.

[50] Chen H et al. Personal-zscore: Eliminating indi-
vidual difference for eeg-based cross-subject emotion
recognition. IEEE Transactions on Affective Computing.
2021;14(3):2077-2088.

[51] Cao J, He X, Yang C, Wang Z. Multi-source and
multi-representation adaptation for cross-domain elec-
troencephalography emotion recognition. Frontiers in
Psychology. 2022;12:809459.

[52] Cui H, Liu A, Zhang X, Chen X, Liu J, Chen X.
Eeg-based subject-independent emotion recognition us-
ing gated recurrent unit and minimum class confusion.
IEEE Transactions on Affective Computing. 2022.

[53] Li Z et al. Dynamic domain adaptation for class-
aware cross-subject and cross-session eeg emotion recog-
nition. IEEE Journal of Biomedical and Health Informat-
ics. 2022;26(12):5964-5973.

[54] Zhang G, Davoodnia V, Etemad A. Parse: Pair-
wise alignment of representations in semi-supervised eeg
learning for emotion recognition. IEEE Transactions on
Affective Computing. 2022;13(4):2185-2200.

[55] Zheng WL, Lu BL. Investigating critical frequency
bands and channels for eeg-based emotion recognition
with deep neural networks. IEEE Transactions on au-
tonomous mental development. 2015;7(3):162-175.

[56] Zheng WL, Liu W, Lu Y, Lu BL, Cichocki A.
Emotionmeter: A multimodal framework for recogniz-
ing human emotions. IEEE transactions on cybernetics.
2018;49(3):1110-1122.

Published by
Verlag der Technischen Universitat Graz



