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ABSTRACT:  The  description  of  the  event-related 
desynchronization  and  synchronization  phenomena  in 
the mu and beta frequency bands has to a significant 
extent shaped our understanding of motor-related brain 
processes.  Accordingly,  Brain-Computer  Interface 
applications  leveraging  attempted  or  imagined 
movements  usually  depend  on  spatially-  and  band-
limited power changes as the brain markers of interest. 
Yet,  converging  neuroscience  evidence  question  the 
idea  that  signal  power  best  describes  the  movement-
related modulation of  brain  activity.  On a  single-trial 
level,  beta  band  activity  is  characterized  by  short, 
transient and heterogeneous events termed bursts rather 
than  sustained  oscillations.  In  a  recent  study  we 
demonstrated that a beta burst analysis of hand motor 
imagery binary classification tasks is often superior to 
beta  power  in  terms  of  classification  score.  Here  we 
expand upon this idea proposing a comparable to state-
of-the-art algorithm. We confirm our previous results by 
using  convolution  kernels  extracted  from beta  bursts. 
Moreover, we show that these kernels can effectively be 
used in inter-session transfer learning strategies.

INTRODUCTION

Three  decades  ago,  a  number  of  seminal  studies  in 
motor  neuroscience  revealed  for  the  first  time,  time-
locked  changes  in  induced  power  within  specific 
frequency  bands  [1-3].  These  studies  described  a 
relative-to-baseline  gradual  reduction  in  the  power  of 
brain signals recorded during an ongoing movement or 
motor imagery (MI) task in the mu (~8-12 Hz) [3-6] and 
beta (~13-30 Hz) [3, 5] frequency bands, termed event-
related  desynchronization  (ERD).  They,  also, 
demonstrated a  relative increase in  power in  the beta 
band shortly after the end of the task, known as event-
related  synchronization  (ERS)  [6-8].  The  ERD  is 
considered  to  be  a  high-level  indication  of  brain 
processes  pertaining  to  movement  preparation  and 

execution,  and  is  particularly  prominent  in  the 
contralateral sensorimotor cortex [2, 9-12].
Because of this spatial and frequency specificity, ERD 
is  the  main  marker  of  interest  for  motor-related  and 
especially MI-based, non-invasive BCI applications [13, 
14].  Typically,  signals  recorded  during  MI  are 
transformed  in  the  time-frequency  domain  (TF)  [15–
17],  and are then spatially filtered using the common 
spatial pattern algorithm (CSP) [18-20]. This results in 
an  increase  of  signal-to-noise  ratio  and  extracts  the 
signal power in specific time windows and frequency 
bands  of  interest,  while  also  maximizing  the  spatial 
disparity  among  different  MI  classes  (e.g.”left”  or 
“right” hand).
The hypothesized reliability and reproducibility of these 
signal characteristics has also served as the basis for a 
range  of  transfer-learning  attempts.  Transfer  learning 
refers  to  the  exploitation  of  specific  signal  features 
extracted  from  past  recording  sessions,  different 
subjects  and/or  experiments  to  guide decoding during 
future sessions [21].
Despite  the  fact  that  the  ERD  and  ERS  are  widely 
observed,  their  nature  is  not  well-understood  and 
converging  neurophysiology  evidence  puts  these 
phenomena  into  question.  The  ERD  and  ERS  are 
typically revealed by averaging signal power in the TF 
domain  over  multiple  trials,  especially  in  the  beta 
frequency  band  [11,  22],  under  the  assumption  of 
sustained  oscillations.  However,  this  evidence  points 
out  that,  on the contrary,  on a  single  trial  level,  beta 
band activity occurs in short events, termed bursts [11, 
22–26].  The  rate  of  these  beta  bursts  is  more 
behaviorally relevant in motor processes [11, 24, 27-30] 
than averaged beta band power. Moreover, it has been 
shown that beta bursts comprise heterogeneous events 
[29]  with  different  functions,  alluded  to  by  their 
differential modulation during different task conditions 
[31, 32] or phases [29, 30].
In a recent study we showed that the analysis of beta 
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bursts  from  channels  C3  and  C4  during  hand  motor 
imagery can be advantageous to beta power in terms of 
classification,  confirming  the  hypothesis  that  on  the 
single-trial level beta burst rate modulations are more 
behaviorally  relevant  than  beta  band  power  changes 
[31].  In  this  article  we  expand  upon  that  study.  We 
introduce an algorithm that exploits beta bursts in order 
to transform brain signals into measures of waveform-
resolved burst rate. Moreover, this algorithm can take 
advantage  of  an  arbitrary  number  of  recorded signals 
while being computationally efficient, thus constructing 
decoding features that are comparable to state-of-the-art 
in  BCI.  We  analyze  the  activity  during  “left”  and 
“right” hand MI of three open EEG datasets and show 
that the use of beta bursts instead of beta band power 
can improve classification results. Finally, we adopt a 
transfer  learning  approach  and  show that  beta  bursts 
detected  in  one  recorded  session  can  be  exploited  to 
guide the decoding in other sessions.

MATERIALS AND METHODS

     Datasets: We analyzed three open EEG MI datasets: 
BNCI 2014-001 [13],  BNCI 2014-004 [33] and Zhou 
2016  [34],  all  available  through  the  MOABB project 
[14]  (Table  1).  These  datasets  are  composed  of 
recordings of numerous subjects who were required to 
perform  sustained  MI  following  the  appearance  of  a 
visual  cue  on  a  screen.  For  our  analysis  we  only 
considered  trials  corresponding  to  the  ‘left  hand’  or 
‘right  hand’  classes  even  though  two  experimental 
paradigms  consisted  of  more  MI  classes.  A  brief 
account of the tasks is described in [31].
     Pre-processing: Each subject’s epoched recordings 
were loaded with the MOABB python package (v0.4.6) 
LeftRightImagery class,  and were  filtered with  a  low 
pass cutoff of 120 Hz (zero-phase FIR filter designed 
with the windowed approach and transition bandwidth 
of 25% of the low pass frequency). Then, we rejected 
trials using the autoreject python package [35] (v0.4.0, 
function  get_rejection_threshold)  (Table  1).  We  refer 
the reader to [31] for  more details  regarding the pre-
processing.
     Burst-detection: Following pre-processing, a subset 
of channels above the sensorimotor cortex was defined ( 
‘C3’,  ‘Cz’,  ‘C4’,  and  ‘FC3’,  ‘FCz’,  ‘FC4’,  ‘CP3’, 
‘Cpz’,  ‘CP4’  when  available;  as  in  [31]).  The 
corresponding recordings were first transformed in the 
time-frequency (TF) domain from 1 to 43 Hz using the 
superlets algorithm [36] (parameters: omin = 1, omax = 40, 
c = 4) with a frequency resolution of 0.5 Hz. Then, we 
identified bursts  within the beta frequency range (15-
30Hz)  from  each  TF  matrix  using  a  previously 
published  procedure  that  allowed  us  to  extract  the 
waveforms  of  the  beta  bursts  within  a  fixed  time-
window (see [29] for more information on the algorithm 
and  [31]  on  how it  was  specifically  applied  to  these 
datasets).
    Kernel selection: For each dataset and subject we 
randomly sampled 10% of the recording trials (or all

Table 1. Dataset attributes

Dataset BNCI 2014-
001

BNCI 2014-
004

Zhou 2016

# Subjects 9 9 4

# Channels 3 22 64

# Sessions 2 5 3

Min  -  Max  # 
Trials  across 
subjects

288 680-760 290-319

Min  -  Max  # 
Trials  (after 
trial rejection)

217-287 269-621 114-280

Sampling 
freq. (Hz)

250 250 250

Trial  duration 
(s)

4.0 4.5 5.0

Reference [13] [33] [34]

trials  corresponding  to  a  recording  session  when 
assessing transfer learning) of each participant after trial 
rejection  (Table 1) ensuring class balance, in order to 
create  a  large  sample  of  beta  burst  waveforms while 
restricting  the  number  of  trials  per  participant  we 
excluded from classification (see Feature Selection and 
Classification). We aggregated  all  detected  bursts 
within these trials in a matrix (irrespective of the trial 
class, i.e. ‘left hand’ or ‘right hand’) after robust scaling 
(scikit-learn  package  [37],  v1.0.2).  Then,  we  used 
principal  component  analysis  (PCA) [38]  (scikit-learn 
package, v1.0.2) in order to reduce the time dimension 
of the waveforms. We defined an index of lateralized 
modulation  of  the  average-per-axis  PCA  score  Im (a 
metric  of  the difference between any burst  waveform 
and the  average shape)  from the  baseline  to  the  trial 
periods of the recordings as using electrodes C3 and C4:

I m=|(uipsi
C 3 −ucontr

C 4 )−(uipsi
C 4 −ucontr

C 3 )|, m∈ {2 , ... ,9}

u=|̂score trial period − ŝcorebaseline|

where  ipsi  (contr) refers  to  bursts  recorded  from 
channels C3 / C4 during a left / right (right / left) hand 
MI. Using this index, we identified the three PCA axes 
that maximized  Im among components 2 to 9. We did 
not  consider  the  first  PCA  component  as  it  simply 
describes the temporal skew of the burst waveforms [29, 
31]. Finally, based on our previous study [31], we split 
the computed score range of each of the three selected 
axes in seven equally spaced groups. We considered the 
two groups that lie further away from the origin (score 
equal  to  0),  grouped  similarly  shaped  bursts  together 
and defined 2 kernels per PCA axis by computing the 
average waveform of all bursts within these two groups. 
As a result, we ended up with 6 kernels that describe the 
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Figure 1: Average decoding score (area under the curve of the receiver operator characteristic) and standard deviation 
per dataset, subject and classification feature.

burst  waveforms that  were  expected to  be  maximally 
rate-modulated during the task,  compared to baseline, 
for each participant of each dataset separately.
Feature  selection: We used  these  kernels  in  order  to 
transform the available EEG recordings  of all initially 
available channels, not considering the subset of trials 
that  were  used  for  defining  the  kernels  (the  random 
trials sample or a given recording session). Specifically, 
a copy of each subject’s epoched data was convolved 
with one kernel, resulting in a proxy of the waveform-
resolved burst rate. Then, each of the temporally filtered 
epoched  data  was  spatially  filtered  using  the  CSP 
algorithm (MNE package [39], v 1.5.1, function CSP, 
parameters:  n_components  =  4,  transform_into  = 
“average_power”).
We  also  created  band-limited  spatial  features  with  a 
standard filtering technique. Specifically, we computed 
the  envelope  of  the  epoched  data  Hilbert  transform 
(MNE package,  v  1.5.1,  function  apply_hilbert)  after 
independently  applying  a  single  filter  in  the  beta 
frequency band (15-30 Hz) and a wider frequency range 
encompassing both the mu and beta bands (6-30 Hz). 
Then,  these  signals  served  as  inputs  to  the  CSP 
algorithm (we kept the parameters unchanged).
In order to assess whether the number of spatial features 
used  for  classification  (24  for  the  beta  burst  kernel 
approach  versus  4  for  the  Hilbert  power  approach) 

affected the observed results,  we also adopted a filter 
bank approach. We split either frequency range in non-
overlapping filter banks of 3 Hz range; this resulted in 5 
filters for the beta band (15-18 Hz, 18-21 Hz, 21-24 Hz, 
24-27 Hz, 27-30 Hz) and 8 filters for the mu-beta band 
(6-9 Hz, 9-12 Hz, 12-15 Hz, 15-18 Hz, 18-21 Hz, 21-24 
Hz, 24-27 Hz, 27-30 Hz) corresponding to 20 and 32 
spatial features respectively.
We also  estimated  kernel-specific  CSP filters  on  one 
session and used these filters in the remaining sessions. 
For  comparison,  we  estimated  the  CSP  filters  of  a 
session and used them to transform the signals of the 
other  sessions  for  each  of  the  previously  described 
filtering techniques.
    Classification: The resulting spatially filtered data 
were concatenated in a single matrix, once per subject. 
Using  a  repeated  (n=10),  5-fold  cross  validation 
procedure we shuffled the remaining trials (Table 1) and 
estimated the decoding score using LDA (scikit-learn, 
v1.0.2) as a classifier using the whole trial recordings. 
Τhe decoding scores were based on the area under the 
curve  (AUC)  of  the  receiver  operating  characteristic 
(scikit-learn,  v1.0.2).  All  numeric  computations  were 
based on the numpy python package (v1.21.6; [40]) and 
an environment running python (v3.10).
Statistical analysis: To estimate, at the population level, 
any statistical difference between methods, we compa-
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Figure 2: Average difference in decoding score (area under the curve of the receiver operator characteristic) between 
classification score of a transfer learning session and classification score obtained using all available trials per subject.  
A value of 0 indicates no difference in decoding between the two approaches.  Positive values or  negative values 
indicate a performance gain or loss respectively when adopting a transfer learning approach.

red classification results of the waveform-resolved burst 
features  against  multiple  band-limited power  features. 
We  used  a  generalized  linear  mixed  model  with  a 
binomial  distribution  and  logit  link  function  with 
across-trial average classification score as the dependent 
variable setting the number of trials as prior weights, the 
type of classification feature as a fixed effect, and the 
subject nested within the dataset as random intercepts. 
We also compared the across-session average difference 
in  classification  score  between  a  transfer  learning 
approach  and  an  across-session,  global  classification, 
using a similar model but with a Gaussian distribution. 
Statistical analyses were conducted using R (v4.1.2) and 
lme4 (v1.1-31; [41]). Fixed effects were assessed using 
type II Wald X 2 tests using car (v3.1-1; [42]). Pairwise 
Tukey- or Sidak-corrected follow-up tests were carried 
out using estimated marginal means from the emmeans 
package (v.1,8,7; [43]).

RESULTS

We  estimated  the  across-session  decoding  score  per 
subject  of  each  dataset  using  the  waveform-resolved 
approach.  In  order  to  assess  the  significance  of  the 
waveform-resolved  burst  rate  features  we  also 

computed classification features based on signal power 
and compared the different decoding results.  We used a 
filter  bank approach to assess whether the number of 
spatial  features  used  for  classification  affected  the 
decoding scores (Fig. 1). 
Across  all  datasets,  the  waveform-resolved  burst  rate 
features resulted in statistically significant improvement 
in decoding performance compared to beta band power 
estimated  using  a  single  filter  (X2 (5)  =  97.081,  p  < 
0.001), non-significant differences compared to the beta 
band  filter  bank  and  mu-beta  band  single  filter 
approaches (p = 0,1047 and p = 0,9987 respectively), 
and  significant  decoding  score  decrease  compared  to 
mu-beta band filter bank approach (p = 0.004).
Moreover, we assessed whether the beta burst kernels 
can be exploited in a transfer learning approach. To do 
so,  after  trial  rejection we  iteratively  estimated  the 
kernels based on the recordings of one session and used 
them for transforming the recordings of the remaining 
sessions. We also examined whether we can use kernel-
specific CSP filters for transfer learning. We compared 
these approaches to transfer learning of CSP filters after 
applying the standard filtering techniques.
The difference between the results  depicted in  Fig 1. 
and the transfer learning approach results per subject of 
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each  dataset  are  depicted  in  Fig.  2.  Negative  values 
indicate greater decoding performance when estimating 
the results  based on all  available  recordings,  whereas 
positive  values  indicate  an  improvement  in  decoding 
score using transfer learning. Without surprise, transfer 
learning based on the beta burst kernels slightly reduced 
the overall  decoding score,  but  was,  interestingly, the 
only method that had the potential to improve decoding 
for some of the subjects. The two kernel-based transfer 
learning approaches yielded statistically non-significant 
discrepancies  in  decoding  score  difference  (X2 (6)  = 
28.8,  p  =  0.93).  Transfer  learning  based  only  on  the 
kernels  yielded  significantly  smaller  reduction  in 
decoding  score  difference  compared  to  all  filtering 
methods (p = 0.013 vs beta band filter; p < 0.001 vs beta 
band filter bank; p = 0.0237 vs mu-beta band filter; p = 
0.0011 vs mu-beta band filter bank). Transfer learning 
based  on  kernel-specific  CSP  patterns  resulted  in 
significantly smaller  decoding score differences in  all 
comparisons  except  for  filtering  in  the  mu-beta  band 
using a single filter (p = 0.0392 vs beta band filter; p = 
0.0161 vs beta band filter bank; p = 0.3061 vs mu-beta 
band filter; p = 0.034 vs mu-beta band filter bank).

DISCUSSION

Recently,  the  fields  of  neurophysiology  and  systems 
neuroscience  have  been  experiencing  a  surge  in  the 
development  of  novel  methods  for  analyzing  neural 
recordings.  An  increasing  number  of  articles  are 
concerned  with  unveiling  traditionally  disregarded 
signal  characteristics  [11,  22-26,  29,  30]  with several 
important  implications  for  BCI.  Particularly,  the 
description  of  beta  bursts  has  put  into  question  the 
importance of band-limited power modulations in motor 
or MI tasks.
BCI applications often rely on signal power under the 
assumption  of  sustained  and/or  oscillatory  signals. 
However,  the  description  of  waveform-specific  beta 
burst modulations opens up new possibilities and holds 
the potential of improving decoding [31]. In this article 
we verified that waveform-resolved burst rate features 
can  be  informative  markers  of  the  underlying  brain 
activity during MI tasks. In line with previous results 
we  showed  that  indeed  waveform-resolved  burst  rate 
features can be more informative than beta band power 
alone. We also showed that the information content of 
these features is comparable to that of filtering within a 
wider  frequency  band  encompassing  the  mu  band, 
although the mu-beta filter bank approach still yielded 
the best decoding results. A possible explanation for this 
finding  is  that  beta  burst  kernels  also  capture  slower 
modulations  of  the  underlying  activity  and,  thus,  by 
adapting the  waveform-resolved burst  rate  features  to 
the mu band characteristics [45, 46] we may be able to 
further improve decoding.
Additionally,  we  adopted  an  inter-session  transfer 
learning  approach,  and  showed  that  the  waveform-
resolved  features  are  relatively stable  over  recording 
sessions.  We  demonstrated  that  on  the  dataset  level 

reduction  in  classification  score  can  be  minimal,  and 
that  these  features  can  even  contribute  in  improving 
decoding for subjects with low classification score. This 
finding is important because it proves that, despite the 
difficulty  of  exploiting spatial  features  learned during 
previous sessions, there is potential in improving how 
previously acquired data can be leveraged during offline 
calibration  or  even  online  decoding  sessions. In  the 
future,  an  assessment  of  the  across-subject  kernel 
similarity  may open the  path  for  more  reliable  inter-
subject transfer learning.

CONCLUSION

The  waveform-resolved  burst  rate  analysis  is  a 
promising,  neurophysiology-grounded  alternative  to 
classic descriptions of beta band activity in motor and 
MI  tasks.  The  results  of  this  work  reaffirm  that 
classification  features  based  on  beta  bursts  can 
efficiently  decode  MI  binary  classification  tasks  and 
suggest  that  beta  bursts  kernels  are  stable  across 
recording  sessions,  thus  potentially  serving  as  an 
interesting feature inter-session transfer learning.
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