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ABSTRACT: Using the interactions between brain re-
gions has great potential as new features to discriminate
between mental tasks for brain computer interface (BCI).
Network approaches applied to electroencephalographic
(EEG)-derived functional connectivity has been recently
used to identify discriminating brain organizational fea-
tures in offline classification scenarios. However how
those network properties temporally vary during the task,
is still poorly understood. A contrario, the dynamics of
event related desynchronization/synchronization result-
ing from local power spectra is widely known and used
for online motor imagery-based BCIs. Here, we explored
the offline time-frequency properties of dynamic brain
networks in two subjects performing three sessions of
MI-BCI for the control of a robotic arm. Results were
compared to standard time-frequency power spectra and
discussed in light of future implementation for online sce-
narios.

INTRODUCTION

When dealing with motor imagery (MI) BCI, one of
the central challenges is finding features both discrim-
inant and interpretable from a neurophysiological per-
spective[1, 2]. More over, they often depend on the cor-
rect execution of the mental task. Performing motor im-
agery is tricky, mental strategies may vary from one sub-
ject to the next and features need to be robust to such
variabilities[3]. When performing motor imagery, the
main information that can be transferred into a command
is the event related desynchronization (ERD) responsi-
ble for power spectral density variations in the frequency
bands associated to motor task, o (8-12 Hz) and 8 (13-30
Hz)[4]. However, this information is local, and the brain
is a dynamic system whose regions constantly interact to-
gether. To capture those interactions, network approaches
applied to functional connectivity [5] shows to be rele-
vant as it studies the spectral correlation between elec-
trodes (in the sensor space); the use of connectivity al-
lows to apply metrics coming from network science such
as node strength (NS)[6], which captures the amount of
connections a node (in our case an electrode) has with the
others. The interactive information coming from connec-
tivity has been explored to differentiate MI from rest[7]
however its use using network metrics as feature for clas-
sification is still not employed depite having the potential
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to complete the local information of the PSD. Here, we
want to investigate how the node strength evolves over
time during a motor imagery task with respect to rest-
ing state and how the parameters used to estimate the
functional connectivity will have an impact on the per-
formances of a classifier, Figure 1 gives a representation
of the offline approach. To this end, we used EEG data
recorded from two subjects during a MI-BCI control of
a robotic arm in three different sessions[8]. Our prelim-
inary results points towards different conclusions. First,
as it is the case for ERD/ERS, there is a need to aver-
age over time points to obtain subsequent performances
to temper effects of variability coming from the spec-
tral/coherence estimation. Second, adding the informa-
tion of node strength as a complementary feature for the
classification tend to improve the performances. Third,
the temporal dynamics of node strength shows to fluctu-
ate more than ERD/ERS on short windows which makes
them more difficult to interpret.

MATERIALS AND METHODS

Experimentation:

The two subjects (2 F), aged 24.5 £+ 1.5 years, right-
handed, provided informed consent and participated vol-
untarily in the protocol. The protocol was approved by
Inria’s national ethical committee as part of the BCIPRO
protocol (authorization number 2021-35 - ref SICOERLE
n°179). Experiments took place in the controlled environ-
ment of the EEG/MEG center within the neuroimaging
core facility of the Paris Brain Institute.

A robotic arm facing the subjects reaches for objects on
an augmented table used to show visual stimuli and neu-
rofeedback (this table consists of a screen lying under a
plexiglas, that displays visual cues directly underneath
the objects to grasp). Subjects gaze towards a target to
make the robot reach it and perform motor imagery for
the robot to grasp the target. Each subject performs the
control over the robot during three sessions where the
robot moves before, during or after the subjects perform
MI or rest. More details on the protocol can be found in
the Braccio protocol [8].

In this study, we focus on motor imagery of the right
hand closing and resting state trials lasting for three sec-
onds. The acquisition uses BrainAmp 64 EEG cap, 500
Hz sampling frequency with TP9 and TP10 as reference
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Figure 1: Representative view of the brain network dynamics
through functional connectivity captured by node strength over
time s(z). W;;(¢) corresponds to to the imaginary coherence

(IC) between two electrodes calculated for each instant ¢ by
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i and j are the couples of electrodes.

with P the power and f the frequency,

and ground. During the experimentation, we train an Lin-
ear discriminant Analysis (LDA) classification algorithm
on PSD features selected from the R? between MI and
Rest trials for each subjects. These features are spectral
amplitudes averages over trial for specific electrodes and
frequency bins. To determine which features to select, we
evaluated the highest R? values in the sensorimotor cor-
tex (electrodes of lines C and CP) in the o and B. We
selected 3 features for those two subjects :C3,CP3,Cl1 for
subject 1 and C3,CP3,CP1 for subject 2. Each session is
composed of two phases: first, 3 runs of control over the
robot (Phase 1), then based on a training over the features
of the 3 runs, a second phase of 2 runs (Phase 2), each
run consists of 10 MI/10 Rest trials. Motor imagery and
resting state trials lasted for 4 seconds, however only the
last 3 seconds were kept to take into account the reaction
time of subjects.

Network metrics estimation: To estimate the functional
connectivity, we use imaginary coherence as it is more
robust to volume conduction compared to spectral coher-
ence[9]. Spectral properties were computed using Burg
autoregressive (AR) method with a model order of 19, a
frequency resolution of 0.5 Hz and make the parameters
of windowing set to 0.33 s and overlap 53% to have a
number of time points arbitrarily set to 18 points for 3
seconds of trial. The motivation of the choice of the fil-
ter order is based on two preliminary studies i) where we
could identify a certain stability of the subject’s patterns
when we made the AR filter vary from 19 to 30 ii) using a
particle swarm algorithm to optimize difference between
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MI and rest for each subject, we identify 19 as the average
filter. This operations were done using HappyFeat soft-
ware (Inria) [10]. Based on the connectivity matrix, we
use a local network metric called node strength (NS)[6],
i.e. the average of all connection over each electrode in
each condition. We then compute the average of the tem-
poral node strength over the trials in Fig 2.

Power spectrum estimation: To estimate power spec-
tral density, we also use Burg autoregressive method, set
to a model of 19, a frequency resolution of 0.5 Hz and the
window 0.25 s and 38% of overlap. For power spectrum
only, a common average reference (CAR) was applied.

Classification: The classification algorithm used is a 2
class LDA, Phase 1 is used for the training and Phase 2 as
a validation test. Brain features are electrodes at certain
frequency bins used for the different sessions, they are
selected after computing the R? statistical test between
trials of MI and resting state and with neurophysiological
relevance - in the motor cortex in the ¢ or § band). We
compare performance obtained with two different train-
ing approaches. A first method consists in using each
estimated spectral window for each trial (both in PSD
and NS) as a feature. It means that for 30 trials lasting
for 3 seconds with 18 points, we trains the algorithm on
30 x 18 x N x M features per class (N being the num-
ber of electrodes and M of frequency bins). The sec-
ond approach consists in averaging over time windows
the features, meaning that the algorithm will be trained
on 30 x N x M features per class. In a first step, we use
the same features for PSD and NS, then we select specific
features for NS corresponding to its specific R? map, and
finally we combine the information coming from the two
sources of information (NS and PSD).

RESULTS

Average Temporal dynamics over trials: In a first step,
we want to compare the trial-averaged evolution of NS
compared to the PSD. As expected the separation in
and B bands for PSD is clear and the amplitude corre-
sponding to each condition is stable in time. Results are
however more peculiar for NS, indeed, even though the
evolution is averaged across trials, we still notice some
strong oscillatory patterns that makes the separation be-
tween tasks more complex. From this, two different hy-
potheses can be made: first, the AR method used for
the coherence estimation is more sensitive to noise in the
context of short windows which forbids from using it to
study the resulting node strength dynamics. The other
hypothesis is that NS possesses properties different from
the PSD on its temporal dynamic, ERD/ERS producing a
stable pattern during MI/Rest task whereas node strength
is intrinsically more oscillating.

We observe that Imaginary Coherence Node strength (NS
-ImCoh)seems to follow same patterns as ERD/ERS as
shown in Fig 2. Indeed we observe a decrease of Node
strength from resting state to motor imagery mainly cen-
tered on 10-12Hz which is the expected behaviour. The
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Figure 2: Time-frequency maps of power and network-related
dynamics: Top: Relative difference of average spectral esti-
mation across trials between motor imagery and resting state
(%) for subject 2, session 3, electrode C3 selected. Bot-
tom: Relative difference of average imaginary coherence esti-
mation across trials between motor imagery and resting state

(MIR’(_@“’ )for subject 2, session 3, electrode C3 selected.

most interesting detail is that the most intense moment
of desynchronization (in PSD) corresponds to the peak of
the NS difference. Also, the dynamic seems to separate
more the tasks in the o band than in the 8 band. Finally,
it is necessary to mention that the difference is far supe-
rior with PSD than with NS-ImCoh, however, the subtle
changes of dynamics might be more easily captured even
though the noise in the computation limits our interpre-
tation. It is to note that the PSD and the NS do not use
the same parameters of windowing and overlap hence in-
trinsic differences, when the coherence is computed us-
ing the same parameters as PSD, patterns are even less
visible. This is due to the fact that coherence is more sen-
sitive to noise and requires more information hence wider
windowing for it to reveal relevant information.
Investigating inter trials and temporal variability
through classification: If we evaluate each time point as
a single feature (of the pre-selected electrodes at a spe-
cific frequency bin) and train the algorithm on all the time
points and compare it to the average feature over all the
time points and train the algorithm on the average fea-
tures, it appears clear that the performances favour the
average features. In both cases (PSD and NS-imCOH),
averaging tends to increase class differentiation. Quite
surprisingly the difference of intensity between NS and
PSD does not seem to have an effect on performances: in-
deed, PSD, while slightly superior in average, is not nec-
essarily better than node strength when training on each
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separate time point. Even though, the R statistical test
between MI and resting state trials shows higher scores
for PSD than for NS. Altogether, linear machine learning
algorithm (such as LDA) are sensitive to the noisy time
points in PSD and NS, which stresses the importance for
averaging along the trial to obtain good levels of discrim-
ination.

Combining information: Two separate elements are to
mention regarding the features and their resulting accu-
racies as shown in Fig 3. First, the node strength and
PSD do not carry the same information: indeed if the
same choices of features are made for both modalities
(NS and PSD) and we base ourself on PSD, NS accu-
racies are lower. However, if other features are selected
based on the specific NS R?, NS based algorithm is show-
ing accuracy improvement. Second, The interesting re-
sult we reveal is that if features of network and power are
combined, performance always increase (in both train-
ing over each time windows and on average over trial).
This tends to indicate the complementary nature of the
two approaches, indeed while the local PSD information
provides the majority of the information, the distributed
information given by the network via the node strength
has a role to play.
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Figure 3: Accuracy Comparison LDA trained on motor imagery
vs resting state trials of phase 1 and tested on phase 2 based on
relevant neurophysiological features selected using the RZ in NS
and PSD either with all the time points as separate features as if
it was instantaneous (blue) or the average features over the time
points (red). Top: Subject 1 on session 3. Bottom: Subject 2 on
session 2. NS:Node Strength, PSD:Power Spectral Density

DISCUSSION
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What does network dynamics reveal?: Studying net-
works behaviour to discriminate between mental tasks
is relatively new and yet to be used in online BCI
paradigm[7, 11]. Even though connectivity using imagi-
nary coherence is known to decrease during a motor im-
agery task with respect to a resting state in certain fre-
quency bands [5], the temporal dynamics associated are
still poorly studied. Here we propose to explore with pre-
liminary results what are those dynamics in order to know
how they could be integrated to the BCI context. We find
that node strength follows a similar trend as ERD/ERS
even though the data is more sensitive to noise which
limits the amount of interpretations regarding the neuro-
physiological process.

Auto regressive method needs fine tuning to overcome
its limitations: Spectral estimation is always subjected
to the rule of its estimator and the use of any estima-
tor over short time windows is a challenge. AR method
(Burg) has been studied so far in the domain of power
spectral density [12, 13] but its use for computing coher-
ence has remained marginal compared to welch or mul-
titaper which are not suited for short time window es-
timation[14]. Our first results show that auto regressive
method with short windows and overlap are far more sen-
sitive to noise with coherence compared to PSD which
limits the ways we can use such method. This is espe-
cially revealed by the important decrease of performance
when taking each time point as a feature. To contrast this
effect, two approaches could be used, if it is for offline
analysis, averaging over trials could filter those noises
even though the estimation could still be erroneous. Us-
ing larger time windows could be the definitive solution
to limit this noisy computational phenomenon.

Can we use continuous MI BCI within this frame-
work?: One of the many problematic regarding BCI is the
use of discrete or continuous feedback, which produce
different effects on subjects[15, 16]. Continuous feed-
back can be used if the features they rely on are estimated
on short time windows, the intrinsic noise of EEG makes.
The logical follow up of our endeavour on the tempo-
ral dynamics of node strength is to interrogate the use of
this feature in a feedback context. Here, our few results
tend to demonstrate that continuous BCI which could use
node strength as features will be highly impacted by the
spectral estimation noise. Even though connectivity mea-
sures seems to improve performance when added to PSD,
it is necessary to stress the use of an averaging over time
series which means doing pseudo-continuous or discrete
feedback.

CONCLUSION

In this contribution, we investigate new forms of features
that could be used for Motor imagery BCI relying on a
network approach to EEG. We use data coming from sub-
jects who perform during three sessions MI BCI to con-
trol the seizing of object with a robotic arm. We evaluate
using imaginary coherence their network dynamics dur-
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ing the MI task. We find out patterns similar to ERD/ERS
but with some more subtle phenomenon which might be
hidden due to the spectral estimator used. These results
have to be tempered by the low amount of subjects and
will require more of them to strengthen the conclusions.
Nevertheless, based on those preliminary result, we ad-
vocate for the use of features averaged over time to maxi-
mize the differences that could be spotted and to use PSD
and NS combined as they seem to be complimentary in
the information they provide.
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