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Introduction: Neural decoding has co-evolved in recent years the arrival of CMOS-fabricated 
electrophysiology probes (1) and miniaturized neural amplifier chips (2), both of which have 
enabled large scale neural recording. Machine learning-based neural decoding has shown 
incredible feats in recent years (3); namely, the decoding of: spatial coordinates of a rodent using 
hippocampal place cells, and motor activity (4). We explore the utility of deep learning in 
decoding images from neural spikes using various decoding time bin protocols, as well as across 
cortical and subcortical regions of the rodent brain. 
 
Materials, Methods and Results: Electrophysiology recordings and stimulus presentations were 
obtained from the Allen Institute for Brain Sciences Visual Coding: Neuropixels Dataset using 
the AllenSDK. Three deep learning models were trained on spike counts across thousands of 
cortical and subcortical neurons and over 5,000 natural scene stimulus presentations. Models 
were tested on held-out test spikes and evaluated for image decoding accuracy. 
 
Discussion: Three machine learning models were trained to decode and classify which image was 
shown to the animal solely from visual neural spiking activity. Each model’s decoding accuracies 
were subsequently compared across various time bin durations and anatomical regions of the 
mouse visual system. In our analysis, time bin durations of 50 ms and greater appeared to capture 
neural information in the most robust way for decoding. Deep neural networks outperformed 
shallow neural networks and linear support vector machines across most conditions. These 
findings suggest possible avenues for future visual neural decoding efforts and offer insights into 
optimal neural decoding algorithm design. 

Significance: While conventional neural decoding algorithms suffer from having to make 
assumptions about the encoding of neural representations, deep learning based neural decoding 
makes few assumptions. However, most of this deep learning-based decoding work has been 
done in motor cortex decoding. Accurate decoding of electrophysiology signals from brain 
structures involved in visual processing hold great promise in better informing our understanding 
of sensory processing, artificial intelligence, and BMIs for visual prosthetics. 
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