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Introduction: Closed-loop experiments are key components of brain-computer interface (BCI) research. 
Artificial neural networks (ANN) are state-of-the-art tools for modeling and decoding neural activity, but 
deploying them in closed-loop experiments is challenging. Researchers need a framework that supports 
high-level programming languages for running ANN (e.g., Python and Julia) while maintaining support 
for languages critical for low-latency data acquisition and processing (e.g., C and C++). To address these 
needs, we introduce the BRAND Realtime Asynchronous Neural Decoding system (BRAND). 
Materials, Methods, and Results: BRAND can run on almost any standard Linux computer and 
comprises processes, termed nodes, that communicate with each other via streams of data in a graph.
BRAND supports reliable real-time execution with microsecond precision, making it an ideal platform for
closed-loop neuroscience and neural engineering applications. BRAND uses Redis [1] to send data 
between nodes, which enables fast inter-process communication (IPC), support for 54 programming 
languages, and distributed processing across multiple computers. Developers can deploy existing ANN 
models seamlessly in BRAND with minimal implementation changes. In initial testing, BRAND achieves
a fast IPC latency (<500 microseconds) when sending large quantities of data (1024 channels of 30 kHz 

simulated neural data in 1 
ms blocks). BCI control was
tested with a graph that 
receives 30 kHz 
microelectrode array voltage
recordings via Ethernet, 
filters and thresholds the 
input to get spikes, bins 
spikes into 10 ms bins, 
applies a decoding model, 
and updates the position of a

cursor on a display. In an initial demonstration of the system, participant T11 in the BrainGate2 clinical 
trial (NCT00912041) achieved a target acquisition time of 2.84 ± 0.83 seconds (53 trials) on a radial-8 
center-out cursor control task, in which 30 kHz signal processing, linear decoding, task control, and 
graphics were all executed in BRAND. Future experiments will incorporate ANN; to benchmark ANN 
latency, we ran a PyTorch-based recurrent neural network decoder (10 hidden units, 30-bin input 
sequences) and measured latency (N = 30,000 packets). The end-to-end latency from signal input to 
decoder prediction was consistently less than 2 ms for this configuration (Fig. 1). We also validated that 
BRAND can run two popular neural population dynamics models – Latent Factor Analysis via Dynamical
Systems (LFADS) [2] and Neural Data Transformer (NDT) [3] – in real-time, with latencies below 6 ms 
per 10 ms bin (256-channel data), using their original Tensorflow and PyTorch implementations. 
Discussion: BRAND supports low-latency ANN inference while providing seamless integration with the 
data acquisition, signal processing, and task code that is needed for closed-loop BCI research.
Significance: With its modular design and broad language support, BRAND simplifies the process of 
translating computational models from offline analysis into closed-loop experiments that leverage the 
power of ANNs to improve BCI control across several contexts.
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