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EEG-SimpleConv, an efficient and fast architecture for Motor Imagery EEG
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Recent studies in EEG decoding have shown that deep learning methods have good classification performances,
without the need for ad hoc preprocessing techniques and feature engineering steps in the design of Brain-Computer
Interface (BCI) classifiers. Nevertheless, deep-learning methods in motor imagery (MI) tasks stagnate in offering
high accuracies, suffer in some cases from biased evaluation of model performance, and are usually tested on single
datasets. This limitation can be associated with the fact that the proposed models fail to generalize to different EEG
recording systems and setups. In addition, the rationale behind specific architectural or optimization choices is often
unclear and scarcely validated.

We propose EEG-SimpleConv, a straightforward convolutional neural network with a regular architecture. We
evaluate its performances on three EEG MI datasets (BCI IV-2a[1], Physionet MI[2], and Cho 17[3]) and compare it
to recent deep learning models (EEGNetv4[4] , TIDNet[5], EEG-ITNet[6]). We test different optimization techniques
such as Mixup, Euclidean Alignment (EA), and batch normalization on the test set statistics, and evaluate their
impact on classification performances with an ablation study. EEG-SimpleConv shows up to 6% improvement in ac-
curacy in different scenarios and datasets compared to the other models. In fact, this model shows a trade off of high
number of parameters that enables better learning, and a low inference time which explains how fast the proposed
model is. We have also made Our code freely accessible at https://github.com/GhBlg/EEG-Benchmarking.
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Table 1: model performances across datasets (standard deviation).

EEGNet TIDNet EEG-ITNet | EEG-SimpleConv
BCI IV-2a 70.31 (8.09 ) | 63.52 (6.38) | 69.83 (7.58) 76.26 (7.73)

Physionet MI | 65.94 (2.94) | 58.94 (2.37) | 65.73 (3.14) 69.27 (2.09)
Cho 2017 70.88 (6.37) | 67.35 (4.91) | 71.18 (5.57) 77.93 (3.96)
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