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Abstract

With image- and video-capable devices in the hands of a
majority of the population worldwide, the amount of media
data keeps growing. Hence, the search of specific images
and clustering of datasets is of great importance to extract
the relevant information, e.g. search for a specific person
by legal enforcement agencies (LEAs). This paper presents
a new tool which uses vision-language models to filter and
cluster forensic data. The tool provides a GUI, which en-
ables a flexible search by accepting textual as well as image
input, to search large amounts of data in near real-time.

1. Introduction
The search for a specific person in images and videos

is an important task in forensics and part of Content-Based
Image Retrieval (CBIR) [3]. Unfortunately, a manual search
is very time-consuming and a fully automatic search is usu-
ally not applicable. As a result, critical evidences might
literally be hidden in plain sight, among an overwhelming
number of images and videos.

In this work we do propose a system based on vision-
language models assisting an operator to quickly filter and
cluster image data by searching for pedestrian attributes.
Pedestrian attributes are humanly searchable semantic de-
scriptions such as gender, hair length, clothing style, or fa-
cial features and can be used as soft-biometrics in visual
surveillance.

Pedestrian attributes recognition (PAR) is often ap-
proached as a metric learning problem [11], where one
seeks to retrieve images containing the person attributes
(Fig. 1). This is challenging in the sense that images cap-
tured by different cameras often contain significant intra-
class variations caused by the changes in background, view-
point, human pose, etc.

The developed solution shall enable the operator to filter

(a) ”Man with glasses
and dark jacket”

(b)

(c)

”Man with glasses,
gray hair, black
west, beige pants
and plaid shirt.”

Figure 1. Vision-Language models enable a flexible search: (a)
text→image retrieval, (b) image→image retrieval, (c) image→text
retrieval

and cluster image data by person attributes (Sec. 2). Some
results are presented in Sec. 3.

2. Vision-Language Models for Filtering and
Clustering

More recently, CBIR systems have been extended by
multimodal inputs such as image-text pairs, which we de-
note as Vision-Language (VL) models [2,6,10] . In contrast
to prior models that are trained on images with class anno-
tations, VL models are directly trained on image-text pairs
to group relevant text vectors matching to the meaningful
image content vectors. Recently some very large models
such as CLIP [9], ALIGN [5], and BASIC [8] were trained,
which achieve large robustness even on challenging datasets
and a high accuracy with zero-shot classification. For in-
stance, CLIP is a contrastive approach to learn image repre-
sentations from text, with a learning objective which maxi-
mizes similarity of correct text-image pair embeddings.

VL models allow a textual search in image data by en-
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tering keywords or sentences. The possibility of extensive
textual input is especially beneficial for PAR analysis, since
different attributes can be combined. For example, if an
operator searches for a man with a black backpack, the op-
erator can enter ”man with a black backpack”. The model
returns a confidence score (probability) that an image con-
tains the searched attributes. The free text input simplifies
the use of the system. There are also numerous application
variations such as providing reference image as input or ex-
tracting semantic information from images (Fig. 1). More-
over, VL models also produce robust embeddings, which
are indispensable to accurately cluster forensic datasets.

Optionally persons in the image data can be segmented
(instance segmentation) and extracted from the original im-
age. While object detection identifies objects in the image
data, segmentation assigns an object class to each pixel. For
the instance segmentation used here, a network architecture
called Mask R-CNN is used [4]. The Mask R-CNN model
was fine-tuned on the OpenImages1 and Coco2 datasets to
segment persons. A single segmented person is the input to
our VL model as illustrated in Fig. 1.

The developed tool for clustering and filtering image
data enables LEAs to search their data in a targeted and
focused manner, but also to conduct general screenings of
large data sets (working with over 100.000 files) before a
clear investigation target is defined. The VL model gener-
ates 512-dimensional embedding vectors of the image-text
input. The tool automatically groups content into mean-
ingful clusters using unsupervised machine learning [1] and
arranges the input images by a nonlinear down projection.
The tool also provides a simple GUI to search for specific
persons by providing natural language search terms or an
image or by selecting special trained classifiers. In addition
to the reference text or reference image search, the third
alternative for the analysis of image data is the implemen-
tation of particularly trained MLP (multi-layer perceptron)
networks that were trained on several classes. By choos-
ing a certain classifier inside the application, the provided
image data is automatically classified. For each class, a dis-
tinct single-label classifier was trained.

3. Results
For generating the results we used the ViT-B/16

model [9]. Fig. 2 depicts the clustering result of a fraction
of the PA-100k dataset as well as the search result for the
reference image shown on the left. Similar results can be
received if a textual description is the input.

The VL model reliably classifies pedestrian attributes
as illustrated in Fig. 3. For illustration purposes the cor-
responding attention parameters are saved per residual at-

1https://opensource.org/licenses/MIT
2https://cocodataset.org
3https://creativecommons.org/licenses/by/4.0/

Figure 2. Top: Clustered and displayed result of a fraction of the
PA-100k dataset. Bottom: Found top results for a sample image
of the PA-100k dataset (provided by [7] under the CC BY 4.0
license3). Using a visual indication (red crosses) in the presented
two-dimensional space, the software identifies the most relevant
images to the user’s particular search operation.

(a) (b) (c)

Figure 3. Searching in (a) for a bag and child. Resulting heatmaps
are displayed in (b) and (c), respectively.

tention block during the forward pass of an image and a
backpropagation is conducted following the forward pass
computation, with respect to the known output vector. Af-
ter multiplying these two values (attention value and gra-
dient) in the respective layers and the respective subspace,
the computed information of all residual attention blocks is
superimposed as a heatmap over the input image.

The filtering can be very efficiently executed and enables
near real-time searches, since the embeddings are highly
compact and only a dot product between text and image or
image and image embeddings need to be carried out.
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4. Conclusions
This work presents a new tool to search through forensic

data. The tool is highly flexible because of the used VL
models, which enable a clustering as well as search using
pedestrian attributes or a reference image. Promising and
encouraging results were obtained showing the feasibility
of the tool for operational use by LEAs.

Note, that the solution is not limited to persons.
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