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Abstract

Mechanical weed control is becoming increasingly im-
portant over conventional methods, not least because of en-
vironmental challenges. Precise guidance of the hoeing ma-
chine along the crop rows is necessary to be able to work ef-
ficiently. In this work, the use of deep learning methods for
crop row detection is presented and evaluated on a custom
data set. Recent advances in the task of vision based lane
detection, like Spatial CNN (SCNN) and Recurrent Feature-
Shift Aggregator (RESA), can potentially be applied to crop
row detection as well. These methods are expected to im-
prove the detection of the crop rows, especially in the case
of strong weed growth and challenging environmental con-
ditions, compared to the state of the art.

1. Introduction

There is a steadily increasing demand on the food mar-
ket for food produced according to organic farming stan-
dards. Likewise, the proportion of organically farmed agri-
cultural areas or organically managed arable farms in Eu-
rope is growing continuously. The change from chemical
to mechanical weed control can only remain economical
with a high degree of automation. Row hoeing equipment
for weed removal often uses duck-foot shares that must be
guided precisely along the row to prevent crop damage.
State of the art camera systems used for row guidance have
limitations, due to the robustness of conventional row de-
tection algorithms especially with strong weed cover [6].

1.1. Related Work

Plant row detection in robotics as well as in marketed
row guidance systems is based on conventional methods
like line detection and color thresholds [4]. However, first
approaches for convolutional neural network (CNN) based
row recognition have already been presented [2]. Recent
advances in the task of vision based lane detection could
potentially be applied to crop row detection as well. These
methods can be categorized into segmentation-based, point-
based and curve-based lane detection methods [3]. Point-
based methods directly output points whereas curve-based
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methods output curve parameters. Accordingly, other loss
functions are used during training for point- and curve-
based methods compared to segmentation based methods.
Point- and curve-based methods are not discussed in detail
in this paper and are also not included in the evaluation.
Segmentation-based methods, like Spatial CNNs (SCNN)
[7] and Recurrent Feature-Shift Aggregator (RESA) [9],
output segmentation masks. A threshold is applied to the
output to get sample discrete points on the lines. SCNN
uses a spatial CNN module to model spatial relationships
more efficiently than MRF or CRFs. The module is inte-
grated after the top hidden layer. It preserves the continuity
of long, thin structures over discontinuities. The RESA pro-
posed in [9] utilizes spatial information by shifting sliced
feature map. RESA is more computationally efficient than
SCNN and also introduces an up-sampling decoder, the so
called Bilateral Up-Sampling Decoder (BUSD). It is com-
posed of two branches, a coarse grained branch and a fine
detailed branch.

Methods for lane detection have not been utilized for
crop row detection before. In this work, a new approach for
crop row detection based on CNNS is presented. Addition-
ally, the SCNN and RESA methods with different backbone
CNNss are investigated for this task with a custom data set.

2. Method

Twelve different architectures for crop row detection
were tested. As backbones ResNet [5] architectures of dif-
ferent sizes (ResNet18, ResNet34 and ResNet101), as well
as a VGG16 [8] architecture are used. The up-sampling is
done by a DeepLab [1] architecture except for the RESA
method where the Bilateral Up-Sampling Decoder is used.
The models take an input size of 800 x 288 pixel and outputs
the segmentation mask in the same resolution. For augmen-
tation, the training images were randomly flipped, rotated
and a color jitter as well as random lighting were added. The
backbone CNNs were pretrained on ImageNet. The imple-
mentation is built upon the framework introduced in [3]. All
models were trained 120 epochs on the data set introduced
in the following Section 3. At 120 epochs, convergence was
observed for all variants.
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Figure 1. Segmentation result shown in red of different models (side by side) for two example test images (among one another).

3. Evaluation

For training and evaluation of the different methods, a
custom data set was created. The data set consists of 3870
images of maize rows captured in the seasons 2021 and
2022 under various lighting conditions. The RGB images
have a resolution of 1600 x 1200 pixels. The images are
labelled with our custom labelling tool. A row can be de-
fined by clicking a minimum of 2 points within a row. The
row is afterwards interpolated by a polynomial of degree 2
from which regularly sampled points are stored. A segmen-
tation mask is automatically generated by drawing curves
with width of 16 pixel. All architectures have an input size
of 800 x 288 pixel, therefore all images are resized to this
resolution. The data set is split into 3475 images for training
and 395 test images.

3.1. Results

The segmentation accuracy of the different methods on
the test images is presented in Table 1. Figure 1 shows two
examples of the test set with the segmentation results for
ResNet18, ResNet101 and VGG16 with SCNN. The num-
bers presented, as well as the sample images, show an ad-
vantage in the use of SCNNs for detecting crop rows. The
superiority of RESA over SCNN on lane detection data
sets [3] could not be achieved in crop rows. Although, im-
provements of RESA over the baseline model (just Back-
bones with Deeplab) are visible. Likewise, it is recogniz-
able that larger models, like ResNet101, achieve better de-
tection rates without the use of spatial modules.

It might be assumed that the model is implicitly distin-
guishing crops from weeds based on test images with strong
weed cover. However, this needs to be investigated in more
detail.

ResNetl8 ResNet34 ResNetl01 VGGI16

Baseline

Accuracy 66.83 67.63 67.90 66.98

IoU 44.07 45.48 44.82 44.53
SCNN

Accuracy 68.15 69.18 68.58 70.33

IoU 44.19 44.93 44.83 45.59
RESA

Accuracy 66.51 68.06 56.93 N/A

IoU 43.58 44.30 40.66

Table 1. Accuracy and Intersection over Union (IoU) of the crop
row segmentation based on 395 test images.

4. Conclusion and Outlook

The work demonstrates the ability of CNNs for semantic
segmentation to detect crop rows. Especially the SCNN but
also the RESA method could improve the detection com-
pared to the baseline methods. When selecting a method
for steering a hoeing machine, however, the computational
load should also be taken into account where SCNN has its
drawbacks. Currently, we are working on integrating the
models into a machine to steer along the rows. This allows
for end to end evaluation of the system and an assessment
of acceptable model errors. Future work could also focus
on point- and curve-based methods.
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