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Abstract. This article reflects on self-tracking technologies as practices of individual 
transparency from an ethical point of view. As a conceptual contribution, it discusses 
transparency as a norm and democratic promise to the individual and presents an 
overview of ethical implications of a digitally transparent society and its tools. It 
discusses the notion of transparency as a powerful normative concept of 21st century 
digital societies. It goes on to argue that people become transparent on a digital level 
as practices such as self-tracking make individual transparency become an ideology 
of digital societies. Digital transparency is a concept directly opposed to that of privacy. 
From a liberal point of view, individual digital transparency and self-tracking pose a 
threat to self-determination, autonomy, and privacy, while at the same time promising 
autonomy. To understand these contradictory conceptual contexts, this paper explains 
the normative importance privacy holds for democracy and individual autonomy. In 
order to contain the resulting ethical ambivalences of self-tracking and transparency, 
this paper finally highlights the importance of special sensitivity and attention to 
differently distributed vulnerabilities, the need for democratic regulation, and for digital 
sovereignty in all age groups.  

1 Introduction 

The covid-19 pandemic has spotlighted the tension between data collection, data 
protection, and transparency, as debates about Covid apps, contact tracing, or data 
donations around Europe show (Sweeney, 2020; Simon and Rieder, 2021; Sharon, 
2020). Transparency is a central buzzword in these debates, characterizing a prevalent 
ideology of digital societies (Watzinger, 2022). From a philosophical media ethics 
perspective, examining and understanding ambivalent concepts like that of 
transparency is a key goal, which is why this article focusses on the different 
dimensions of this concept and gives an overview of the ethical challenges connected 
to individual transparency. It is particularly interested in the transfer of the concept to 
the individual in the sense of data-induced transparency, which can be understood as 
an antipode to privacy (Watzinger, 2022; Weidacher, 2019). Individual digital 
transparency, however, implies a threat to informational self-determination (Lanzing, 
2016). Common self-tracking practices show in an exemplary way the extent to which 
transparency as a concept applied to the individual stands in contrast to privacy. As 
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privacy is a basis for developing self-determination and autonomy in a democratic 
society (Rössler, 2001), losing the former affects all citizens and challenges democratic 
society and its institutions. Nevertheless, not all digital media users may be equally 
affected by violations of their privacy as potential vulnerabilities are complex and 
differently distributed, which makes it necessary to adapt ethical considerations 
accordingly.   

2 Transparency as a Keyword of Digital Societies 

The term transparency seems to be a buzzword of 21st century political and democratic 
practice (Hood and Heald, 2006; Baumann, 2014) and a requirement in various 
contexts and disciplines. Transparency is a key concept for democracy theory, but with 
digital transformation it expands its meaning to include other aspects. Furthermore, it 
is a term with positive connotations that does not only describe, but also implies 
evaluation (Weidacher, 2019) ± it is a highly normative concept. According to 
Weidacher (2019), digital societies in the 21st century are characterized by a digital 
media logic, which means the internet and its social use have shaped communication 
and human life. This digital transformation is marked both by datafication and the 
generating, transmitting, and publishing data, as well as by the neutralization of 
distance and delay that comes with disembodied communication. As a result, it is a 
common expectation to obtain (almost) any information anytime and anywhere and to 
be able to share it. Digital transformation fosters practices of transparency which in 
turn are to a large extent made possible by digital and networked technologies 
(Weidacher, 2019). Weidacher (2019) shows that as a result, transparency as an 
ideology forms part of such a digital media logic and digital society. So, as a political 
concept of 21st century digital societies it addresses not only the state and institutions, 
but also individuals (Alloa, 2018; Watzinger, 2022). This paper focuses on the transfer 
of the concept to the individual in the sense of data-induced transparency, which can 
be understood as the antipode of privacy. 

3 Interdisciplinary Dimensions of a Concept 

We have seen that transparency and the critical engagement with it are closely related 
to digital media, datafication, and their social effects. In this section, I show very briefly 
that transparency is a multidimensional, philosophically relevant concept on three 
levels: it is normative, it is metaphoric, and it refers to the state as well as to the 
individual. The normativity of transparency becomes evident through its ideological 
FKDUDFWHU��WKH�GHWDLOV�RI�ZKLFK�,�GLVFXVVHG�DERYH��$V�D�µPDJLFDO�FRQFHSW¶�ZKLFK�VWDQGV�
for enlightenment and openness, it points far beyond an institutional context (Alloa, 
2018). This multidimensionality and metaphorical aspect of the concept becomes 
cleDUHU�ZKHQ�ZH�WDNH�D�ORRN�DW�WUDQVSDUHQF\¶V�UROH�LQ�DUW�DQG�DUFKLWHFWXUH�WKHRU\��5RZH�
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and Slutzky, 1963; Barnstone, 2003). In architecture, transparency is closely 
connected to glass as a material that claims to epitomize accessibility and democracy 
(Barnstone, 2005). In this sense, transparency can be understood as a metaphor of 
modernity. As such, it has been experiencing great popularity for decades and 
especially in the 21st century (Alloa, 2016). In a nutshell, the term transparency evolves 
as a material concept in glass architecture, is used as a metaphor for democracy and 
modernity, and ends up as a concept of the individual (Watzinger, 2022; Weidacher, 
2019; Lanzing, 2016).  

4 Privacy, Transparency, and Democracy ± a Liberal Approach 

In the context of digital transformation, societies face individual transparency and an 
increasing loss of information control which consequently poses obstacles to privacy 
(Hagendorff, 2017). Individual privacy and transparency, in this context, may be 
understood as opposing concepts (Watzinger, 2022). Both concepts are equally 
important for democracy theory: transparency traditionally is a follow-up concept for 
publicity, which transfers its meaning to apply to the individual ± a published individual, 
so to speak. In contrast, privacy, from a classical liberal philosophy point of view, can 
be understood as something that opposes publicity and transparency. Rössler (2001; 
2017) shows the normative and conceptual links that privacy has with autonomy and 
individual self-determination. Following her liberal approach, privacy is not a natural 
VSKHUH�� EXW� D� UHVXOW� RI� VRFLDO� QRUPV� DQG� QHJRWLDWLRQ� SURFHVVHV�� ,Q� 5|VVOHU¶V�
understanding, a sphere is private if a person is able to control access to it. Sphere in 
this context should be conceptualized in a general and figurative sense (Rössler, 2001, 
S�� ��I���� 7KH� SURWHFWLRQ� RI� RQH¶V� SULYDF\� WKXV� PHDQV� SURWHFWLRQ� DJDLQVW� XQZDQWHG�
access by others (Rössler, 2001, p. 23). The philosopher Rössler distinguishes three 
dimensions of privacy. On a decisional level, a person, in order to form their own 
opinion and develop their personality, has to be free from interferences regarding their 
actions as well as their decisions. Here, first, access refers metaphorically to the 
emotional access to a person, that is, whether someone is able to influence another 
person's convictions, behaviour, and decisions. Second, on a local dimension, access 
refers to who can enter another person's private space, such as their home. Third, also 
in a figurative sense, access has an informational dimension and refers to what 
someone knows about another person. According to this liberal theoretical 
conceptualization of privacy as Rössler develops it, dimensions, actions, situations, 
spaces, or even mental states can be private. If we define privacy like this, it is essential 
IRU�SHRSOH�WR�EH�³OHW�DORQH´��DV�:DUUHQ�DQG�%UDQGHLV��������KDYH�SKUDVHG�LW���L�H��WR�EH�
shielded from unwanted access of others to freely develop their personality, to make 
their own decisions, and to be themselves (Rössler, 2001). In a nutshell, being free of 
observation and access by others is, from this perspective, the only way to realize 
individual autonomy, which is the basis of democratic self-determination (Rössler, 
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2001). Only an intact and protected private sphere allows people to be autonomous, 
to act freely, to develop their own opinions and self-image, and consequently to 
participate in a democratic community. The philosophical connection of individual self-
determination as a foundation of democratic participation shows the individual as well 
as the social relevance of privacy. Therefore, the social dimensions and values of 
privacy should be philosophically emphasized (Rössler and Mokrosinska, 2015) 
because what is considered private always has social significance. The protection of 
privacy thus enables the creation of communicative spaces where social contacts can 
be maintained and opinions can be uttered and reflected, practices which are 
elementary for the realization of democratic ways of life (Seubert, 2017, p. 126). These 
underlying theoretical concepts make digital privacy and privacy-invasive digital 
technologies socially and politically relevant.  

5 Individual Transparency through Self-Tracking 

Digitally connected, mobile self-tracking-devices like smartphones or wearables are 
popular as well as ubiquitous and offer a variety of tools for monitoring personal data, 
behaviour or even mental states. They can help a person to feel better, but may as 
well cause privacy or wellbeing risks (Herzog and Kellmeyer and Wild, 2021; Lanzing, 
2016). To better understand the phenomenon of self-tracking practices, it is important 
to take a look at the motivation and mechanisms of individual data collection via self-
tracking tools, its uses and benefits as well as possible risks. In the end, positive and 
negative aspects must be weighed against each other. Self-tracking is of major ethical 
interest (Herzog and Kellmeyer and Wild, 2021, p. 9) because it raises questions of 
individual transparency and privacy, self-knowledge, self-consciousness, and self-
determination. Self-tracking practices, when understood as practices of transparency, 
are ethically relevant since they affect traditional philosophical concepts of individual 
freedom, autonomy, and overall, the question of a happy life (Rössler, 2020). 
Voluntarily used self-tracking technologies individualize transparency. From a 
philosophical and ethical perspective, the previously described conceptual shift of 
transparency into an individual norm shows to be a major challenge. Self-tracking can 
help to improve fitness and health and it can be fun. One motivation may be a desire 
for datafied self-knowledge based on numbers, as such technologies are supposed to 
increase information about one's own body or habits (Lanzing, 2016). Another related 
aspect is self-optimization via increasing a person's efficiency, health, or fitness 
(Duttweiler and Passoth, 2016). In order to be part of a digital community and to 
compare with other users, data on physical activity, behaviour, habits, even moods, is 
tracked and shared with other users via social media. There are apps for lifestyle self-
tracking as well as apps that explicitly monitor diseases. Although the latter are (still) 
used rather rarely (Seifert and Meidert, 2018), it is a growing field and the range of 
users who use digital data collection to support the treatment of specific diseases is 
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increasing (Sharon, 2017; Steinert, 2017). Furthermore, elderly people have become 
an important user group for medical purposes (Caldeira, 2020; Seifert and Meidert, 
2018). However, constant comparison, surveillance, and control may also cause 
mental illnesses, such as depression or addiction (Hussain et al., 2015; Kreitmayr and 
Cho and Magnus, 2017); having RQH¶V�DWWHQWLRQ�FRQVWDQWO\�IRFXVVHG�RQ�VXFK�WRROV��WRR�
(Herzog and Kellmeyer and Wild, 2021, p. 12). This makes further critical reflection on 
such ubiquitous technologies and practices vital. 

6 A Privacy Approach to Self-Tracking 

As self-tracking apps need large amounts and permanent flows of data (Herzog and 
Kellmeyer and Wild, 2021), they bear inherent risks of losing control over their collected 
data and information. Accordingly, self-tracking as a transparency practice challenges 
informational as well as decisional privacy, both of which are essential for individual 
autonomy, as I showed earlier (Lanzing 2016; 2019; Rössler 2017). From a media 
ethics perspective, however, it has to be kept in mind that self-tracking as a lifestyle is 
a voluntary and deliberate practice. For an ethical evaluation, the fact that its use is 
voluntary is crucial, as it creates a tension between individual transparency, the 
surveillance potential of self-tracking, and the voluntariness of such self-disclosure and 
privacy losses. From a philosophical perspective, the motivation behind self-tracking 
may be understood as a modern, digital promise of happiness corresponding with a 
digital media logic and potentially leading to individual quantification and 
commodification (Rössler, 2020). One ethical question of concern then is, if users know 
what they are doing and understand potential privacy consequences, which makes 
digital literacy one of the most important needs of digital societies. Self-tracking can be 
characterized by datafication, networking, and publication, but also by permanent 
surveillance (Maschewski and Nosthoff, 2021) as the other side of the coin. This means 
that digital self-WUDFNLQJ�GLIIHUV�IURP�µFODVVLFDO¶�DQDORJXH�UHFRUGLQJV�VXFK�DV�GLDULHV��DV�
Lanzing (2016) emphasizes, as they record automatically and constantly in order to 
further process the results and share them with a community, whereas diary writing 
generally aims for a personal self-reflection process (Lanzing, 2016, p. 11). Locating 
RQH¶V�RZQ�GDWD�LQ�Gigital communities is central for digital self-tracking; the individual 
receives feedback as well as evaluation (by others or an AI). Combined with its 
networking character, self-tracking relies on mechanisms of observation and 
surveillance ± although done voluntarily ± and owns the potential to objectify and 
commodify persons, as their data become mere tradable goods (Rössler 2017; 2020). 
Consequently, from a privacy perspective, data collection and (even voluntary) digital 
self-exposure prove highly problematic (Lanzing 2016, p. 10).  There is obviously a 
conceptual tension between the idea that disclosing personal information through self-
tracking increases one's autonomy and the idea that informational privacy is a 
condition for precisely this autonomy, as Lanzing (2016; 2019) points out. Besides its 
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lifestyle use discussed above, self-tracking is also gaining relevance for serious 
medical and health purposes (Sharon, 2017), although the difference between 
hedonistic fitness tracking and medical tracking may not always be clear (Meidert et 
DO����������DV�LW�LV�SRVVLEOH�WR�DVVXPH�D�XVHU¶V�KHDOWK�VLWXDWLRQ�EDVHG�RQ�WKHLU�ILWQHVV�
data, and fitness is strongly connected to health. Moreover, social conceptions of 
health or therapy have constantly been changing. As prevention is gaining more and 
more importance, making use of such digital health tools can be considered sensible.  

7 Vulnerabilities and Self-Tracking  

As I have shown above, self-tracking practices are a reality of digital societies and have 
become part of everyday life. These tools are ethically interesting because different 
ethical values come into conflict. On the one hand, individuals become digitally 
transparent through their data, as self-tracking practices are practices of individual 
transparency, which I have already pointed out; on the other hand, most people use 
these apps voluntarily. From an ethical perspective, self-tracking is a contradiction in 
itself: it promises to increase individual self-determination through individual, datafied 
transparency, but at the same time, such transparency is at odds with the privacy 
necessary for an autonomous life, as liberal theories propose.  An ethics approach 
attempts to identify benefits, risks, and vulnerabilities. Vulnerability has become an 
important concept in bioethics and in public health management to evaluate and 
identify health risks (Herzog and Kellmeyer and Wild, 2021, p.12). From a more general 
philosophical perspective, we as humans are per se vulnerable, but not everyone to 
the same extent. Herzog et al. (2021) define such persons as vulnerable ³ZKR�DUH�QRW�
in a position to make their own decisions freely (such as prisoners), and who cannot 
IRUPXODWH�WKHP�DGHTXDWHO\��VXFK�DV�SHRSOH�ZLWK�VHYHUH�GHPHQWLD�´��S�������$V�WKH\�
point out, people can be particularly vulnerable due to their situation in life or the 
context they are in. Vulnerabilities can therefore be dynamic, situational, or relational, 
i.e., they are not caused by the vulnerable person, but by their circumstances. This 
focus on the circumstances of life shows the political and social dimension of 
vulnerabilities (Herzog and Kellmeyer and Wild, 2021, p. 14). What vulnerabilities arise 
in the case of self-tracking and digital transparency? As I have shown above, digital 
transparency can go hand in hand with a threat to and loss of privacy that make 
individuals digitally vulnerable. One important and growing digital user group generally 
considered vulnerable are seniors (Reidl et al. 2020; Caldeira, 2020) since they bear 
± on a physical level ± a greater risk of illness, as they may suffer chronic diseases 
and health restrictions more often. Nevertheless, the elderly should not simply be 
categorized as vulnerable (Bozzaro and Boldt and Schweda, 2018), but recognized as 
a complex and dynamic social group. For the elderly in particular, self-tracking can 
hold special potential as the options for its use are numerous and diverse. Tracking 
tools for seniors are thus a growing field (Vargemidis et al., 2020). Even among senior 
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users, the applications of self-tracking as a lifestyle prevail, but medical use is gaining 
importance (Seifert and Meidert, 2018, p. 356f.; Vargemidis et al., 2020). Users 
monitoring specific diseases and health risks, e.g., cannot simply decide to stop using 
an app, which may make them more dependent on it. For elderly users, explicitly 
health-related aspects of self-monitoring and preventive health care seem to be 
particularly important, whereas the connection to a digital community appears to play 
a minor role (Seifert and Meidert, 2018, p. 256). The informational dimension of 
VHQLRUV¶�SRVVLEO\�LQFUHDVHG�YXOQHUDELOLW\�UHIHUV�WR�WKH�KLJKHU�VHQVLWLYHQHVV�RI�SHUVRQDO�
health and illness data in comparison to common and voluntary fitness data. 
Furthermore, the digital and media competences are central and may determine, i.e., 
if an (elderly) person is capable of deciding whether they should use tracking or not. 
Thus, one mechanism to reduce concrete vulnerabilities with regard to digital media 
and its threats to privacy is focusing on informed consent (Herzog and Kellmeyer and 
:LOG��������IRU�DOO�XVHUV���,QIRUPHG�FRQVHQW�PHDQV�HQVXULQJ�XVHUV¶�GLJLWDO�OLWHUDF\�DQG�
sovereignty in all age groups and life situations. In conclusion, the discussed potentials 
of self-tracking for health and age monitoring should be considered with regard to their 
ambivalences for differently vulnerable user groups for whom medical use and privacy 
issues may conflict. The special vulnerability of senior users just shows in a highlighted 
way the tensions between privacy, digital sovereignty, and transparency. The use of 
data-processing technologies in the field of self-tracking and medical applications is 
always associated with risks regarding the protection of extremely sensitive data and 
thus the privacy of the users. The more vulnerable persons are, and the less capable 
of protecting or defending themselves against potential risks, the more sensitive their 
data is. 

8 Ethical Conclusion 

The supposed promise of self-control and empowerment through self-tracking makes 
it easy for us to lose sight of the fact that the large amounts of data produced in the 
process, once they exist, are processed, may be revealed to others, and in 
FRQVHTXHQFH�PD\�OLPLW�XVHUV¶�SRVVLELOLWLHV�RI�DFWLQJ�LQGHSHQGHQWO\�RI�RWKHUV� The mere 
existence of such enormous flows of data may create potentials of control (Schaupp, 
2016). Thus, data protection is an extremely sensitive issue in the use of self-tracking 
applications ± this holds true for all users, but even more so for vulnerable groups. It is 
a political and societal task to regulate data processing and protection in order to enjoy 
the potential and benefits of digital applications while minimizing their risks (Herzog 
and Kellmeyer and Wild, 2021). Overall, from a media ethics perspective, it can be 
stated that users should be able to control the disclosure of information and retain 
control over their data on a technical as well as a level of digital literacy no matter their 
age or life situation. Nevertheless, it is a personal decision of each and every individual 
whether to engage in self-tracking or not. This voluntariness is very important for an 
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ethical point of view. The possible benefits provided by self-tracking should therefore 
be evaluated by individually weighing up personal benefits, risks, and vulnerabilities. 
Self-tracking applications also have a clear social as well as political dimension and 
relevant effects on different user groups (Reidl et al., 2020). In this context, some 
individuals turn out to be more vulnerable than others. The potentials and risks must 
therefore be politically regulated to avoid perpetuating or reinforcing existing 
vulnerabilities and inequalities or even creating new ones. The fundamental threat to 
and dissolution of privacy affects all users, but some even more than others. For this 
reason, it is important to keep in mind these special needs for the designing of apps 
as well as for business models and political regulation, and to take the living and 
communication situation of all persons into account (Herzog and Kellmeyer and Wild, 
2021; Reidl et al., 2020). Approaches that lead to privacy by design could be pushed 
and promoted on a political level to enable users to ensure their data protection. 
Furthermore, users of all ages and life circumstances should be digitally sovereign to 
trade potentials and perils and they need to be able to rely on regulated, safe 
infrastructures (Sharon, 2021). This requires not only secure data protection, but also 
the digital competence of the users. A critical approach and broad digital competencies 
are needed to realize individual digital sovereignty regardless of age and 
circumstances. 
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