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Summary

The mechanism of many cardiovascular diseases can be understood by study-

ing the pressure distribution in blood vessels. Direct pressure measurements,

however, require invasive probing and provide only single-point data. Alterna-

tively, relative pressure fields can be reconstructed from imaging-based veloc-

ity measurements by considering viscous and inertial forces. Both

contributions can be potential troublemakers in pressure reconstruction: the

former due to its higher-order derivatives, and the latter because of the qua-

dratic nonlinearity in the convective acceleration. Viscous and convective

terms can be treated in various forms, which, although equivalent for ideal

measurements, can perform differently in practice. In fact, multiple versions

are often used in literature, with no apparent consensus on the more suitable

variants. In this context, the present work investigates the performance of dif-

ferent versions of relative pressure estimators. For viscous effects, in particular,

two new modified estimators are presented to circumvent second-order differ-

entiation without requiring surface integrals. In-silico and in-vitro data in the

typical regime of cerebrovascular flows are considered, allowing a systematic

noise sensitivity study. Convective terms are shown to be the main source of

error, even for flows with pronounced viscous component. Moreover, the con-

servation (often integrated) form of convection exhibits higher noise sensitivity

than the standard convective description, in all three families of estimators

considered here. For the classical pressure Poisson estimator, the present mod-

ified version of the viscous term tends to yield better accuracy than the

(recently introduced) integrated form, although this effect is in most cases neg-

ligible when compared to convection-related errors.
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1 | INTRODUCTION

Blood pressure is not only an important clinical marker, but also a determining factor in the onset and evolution of car-
diovascular diseases. This is true not only for the absolute magnitudes of the pressure—for example, measured through
catheterization—but also for how the pressure is distributed within a vessel relatively to a reference point in its lumen.1

Relative pressure can be understood as a flow's response to inertial effects, viscous resistance and volume forces2,3; yet,
differently from flow velocities, it cannot be visualized or measured via imaging techniques. Thus, estimating relative
arterial pressure from blood-flow velocities is a relevant task in inverse hemodynamics. As matter of fact, recent studies
comparing computed and measured relative pressure show that reconstruction methods can be reliable alternatives to
invasive catheter-based techniques.4-9 Furthermore, pressure reconstruction is not only relevant in biomedical, but also
in general engineering applications using, for example, particle-based velocimetry.10,11,12

Depending on the application, there are essentially two classes of relative pressure estimators: those capable of com-
puting the full pressure field in space and time, and those providing mean pressure differences between selected planes
throughout time. Pressure drop markers have a well-established clinical importance as a metric for stenotic severity,13

and can also indicate the risk of growth and rupture in aneurysms.14,15,16 Full-field relative pressure estimators, on the
other hand, provide more detailed information with potential diagnostic/prognostic implications: the spatial distribu-
tion of intra-arterial pressure, for instance, is correlated with where an infundibulum is likely to rupture.7,17 It is impor-
tant to remark, however, that a homogeneous pressure rise may also increase the risk of aneurysm rupture but can
unfortunately not be captured by relative pressure estimators. This limitation stems from the fact that incompressible
flow equations contain only the pressure gradient, so that determining absolute values would require either a reference
pressure measurement (at one point at least), or some information on, for example, vessel wall compliance.4 Therefore,
the pressure estimation methods addressed herein should be understood as relative estimators, an overview of which is
found in the recent article by Bertoglio et al.18

The most common application of pressure estimators is in determining pressure drops across stenoses, especially in
the aorta.1,2,4,6,19,20,21 Because of the large flow velocities therein, the pressure gradient tends to be driven predomi-
nantly by convective effects.1 On the other hand, advances in imaging techniques in the past decade have enabled accu-
rate 4D flow measurements also in smaller vessels,22–28 where viscous effects tend to be more significant. These effects
may be even more pronounced in diseased arteries: for instance, typical flow structures in intracranial aneurysms
resemble that of lid-driven cavity flows with strong shear layers.29 In fact, relative pressure reconstruction in cerebral
vessels has gained increased attention in the last few years,7,30,31,32 although further clinical analysis on its impact is
still required. Diffusive effects can play a major role not only in low Reynolds regimes, but also in turbulent flows where
an eddy viscosity is introduced to model turbulent dissipation,33 and pressure estimators incorporating turbulent effects
have been recently presented.21,33,34

Despite the mathematical simplicity of the viscous term in the (Newtonian) Navier–Stokes system, pressure estima-
tion methods often neglect this term because of its higher-order velocity derivatives. In the popular pressure Poisson
estimator (PPE), for example, second-order spatial derivatives are present even when using weak formulations.18 There-
fore, retaining viscous effects normally requires higher-order interpolation of the velocity data.2 Besides, second-order
differentiation can lead to large errors for noisy velocity measurements33 and should thus be avoided when possible.
Pacheco and Steinbach35 modified the PPE to include the viscous contribution using only first-order derivatives, but the
required boundary integral could reduce accuracy in the presence of near-wall data distortions and imaging artifacts.6

The Stokes estimator (STE) recently introduced by Švihlov�a et al.36 and revisited by Bertoglio et al.18 can account for
viscous effects without second-order derivatives or boundary operators, but at the cost of quadrupling the number of
unknowns in comparison to the PPE. In spite of its higher cost, the Stokes estimator is among the simplest and most
accurate techniques for reconstructing relative pressure fields from velocities.

While viscous forces can be troublemakers due to higher-order differentiation, convective forces can also lead to
increased noise sensitivity due to data squaring. The standard form of the convective term contains the product between
the velocity field and its spatial gradient, which is why Bertoglio et al.18 proposed a modification of the Stokes estimator
integrating this term by parts to get rid of velocity derivatives. Also proposed therein is the integral momentum relative
pressure (IMRP) estimator where integration by parts is applied to reduce the order of differentiation of both viscous
and convective terms. Yet, shortly after that, Marlevi et al.6 reported that the surface operator produced by integrating
the convective term by parts can deteriorate the method's accuracy, and thus proposed the virtual work-energy relative
pressure (vWERP) estimator keeping the convective term in its non-integrated form. To the best of the author's knowl-
edge, however, no actual quantitative comparison between IMRP and vWERP estimators is yet available. Moreover,
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applications of both integrated18 and non-integrated9 versions of the Stokes estimator can be found in the recent litera-
ture, and only a limited comparison has been reported to date.18

Given the importance of both viscous and convective terms for the accuracy of relative pressure estimators, as
well as the shortage of comparative studies assessing different ways of treating such terms, this work presents a sys-
tematic investigation considering three popular families of estimators in different variants. Classical and state-of-
the-art techniques are considered, as well as new modified treatments of the viscous term. For the PPE, a numeri-
cal technique is introduced to reconstruct viscous forces without resorting to boundary integrals or second-order
derivatives; for the vWERP estimator, a simple modification based on the rotational form of the momentum equation
is proposed to eliminate the viscous boundary term. Different test cases are carried out with increasing complexity,
starting from two-dimensional flow problems with synthetic measurements and then moving to more practical tests
considering 4D magnetic resonance imaging (MRI) data. It is important to remark that when using other imaging
modalities, such as ultrasound, a three-dimensional velocity field might not be immediately available but can be
reconstructed using appropriate techniques.37,38 In that case, the pressure can be estimated either after reconstructing
the velocity field, using for example the methods discussed herein, or reconstructed with the velocity. The reader is
referred to the recent work of Galarce et al.38 for details on state-of-the-art reconstruction techniques from Doppler
ultrasound imaging.

2 | PRELIMINARIES

An assumption common to most pressure estimators is that the flow velocity u and the pressure p satisfy the Navier–
Stokes momentum equation:

rp¼r��ρ
∂u
∂t

� ρruð Þu≕ f uð Þ, ð1Þ

where ρ is the fluid's density and  is the viscous stress tensor, which under the Newtonian assumption is given by

¼ 2μrsu¼ μ ruþ ruð ÞΤ� �
, ð2Þ

with μ denoting the dynamic viscosity. The pressure gradient is thus driven by three contributions: viscous, transient
and convective forces. Both the viscous and the convective terms have the potential to increase noise sensitivity in pres-
sure reconstruction: the former due to its second-order derivatives, and the latter because of the “squaring” of the veloc-
ity data. The focus of the present work is thus placed on different treatments of these terms.

The conservation of mass for an incompressible flow reads simply

r�u¼ 0, ð3Þ

which allows different simplifications of the stress divergence r�, as well as consistent modifications of the convective
term. For the viscous term, the most popular version is the Laplacian form,

r� ¼ μr� ruþ ruð ÞΤ� �� μ r2uþr r�uð Þ� �¼ μr2u, ð4Þ

with r2 denoting the (vector) Laplace operator. Although measured hemodynamic velocities are in practice not
divergence-free—because of measurement and interpolation errors—, the simplification above is still consistent. Also
noting that

r2u�r r�uð Þ�r� r�uð Þ,

where r� denotes the curl operator, leads to the rotational variant:
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�rp¼ μr� r�uð Þþρ
∂u
∂t

þ ρruð Þu: ð5Þ

Although not so popular in flow simulations due to its somewhat unusual boundary conditions,39 this formulation is
especially interesting for pressure reconstruction, as will be shown later on.

As for convection, the standard (often called “convective”) form ρruð Þu can be recast into the so-called “divergence
form” or “conservation form”:

r� ρu�uð Þ, ð6Þ

since

ρr� u�uð Þ� ρruð Þuþ ρr�uð Þu:

This variant arises, for example, when applying integration by parts to Stokes18 or virtual-work-based18,38 estimators.
Although all of these forms are equivalent when considering perfect (divergence-free) measurements, they can perform
very differently in the presence of noisy data.

The focus herein are techniques relying on Lagrangian interpolation of the velocity data, in particular using contin-
uous, piecewise (tri-)linear finite element spaces Xh. The interpolated velocity field at time t¼ tn will be denoted by un.
A backward finite difference is used for the temporal discretization:

∂u
∂t

����
t¼tn

≈
1
Δt

un�un�1
� �

, ð7Þ

where Δt¼ tn� tn�1. Consider a spatial domain Ω�d, d¼ 2 or 3, with a boundary Γ≔ ∂Ω split into three
non-overlapping regions: Γ¼Γi[Γo[Γw, denoting inlet, outlet and vessel wall, respectively. In stenotic vessels, for
instance, an important clinical measure is the mean pressure drop δp tð Þ across the obstruction:

δp¼ pi�po ¼
1

jΓi j
Z
Γi

p dΓ� 1
jΓo j

Z
Γo

p dΓ: ð8Þ

When studying other conditions such as aneurysms and infundibula, there is also interest in estimating the
actual relative pressure field.40 In that case, the vector-valued momentum Equation (1) becomes an overdeter-
mined system, since the velocity field is already known and one is left with d equations to find a single scalar field.
Different estimators arise depending on the method used for solving this inverse problem, as will be seen throughout
this work.

3 | CLASSICAL AND STATE-OF-THE ART ESTIMATORS

3.1 | Pressure Poisson estimators (PPE)

The most classical technique able to fully quantify the pressure field is the so-called pressure Poisson estimator (PPE).
It results from the optimization problem to find the minimum of

1
2

Z
Ω

rp� f uð Þj j2dΩ,

as shown by Song et al.41 Using a variational principle leads to the weak Poisson problem of finding p�Xh such that
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Z
Ω

rq �rp dΩ¼
Z
Ω

rq � r �ð Þ dΩ�
Z
Ω

rq �ρ ∂u
∂t

dΩ�
Z
Ω

rq � ρruð Þu½ �dΩ for all q�Xh, ð9Þ

with consistent Neumann boundary conditions already implied.35 Since this is a pure Neumann problem, the pressure
at each time is defined up to an arbitrary additive constant. An additional constraint is thus required, for instance
enforcing that Z

Γo

pdΓ¼ 0 for all t: ð10Þ

A critical limitation of the standard PPE is the viscous term r� containing second-order spatial derivatives of u. Standard
Lagrangian finite elements are only C0-continuous and therefore unable to account for higher-order derivatives (regard-
less of the polynomial degree used in the interpolation!). Therefore, computing the viscous term requires either
C1-continuous interpolation of the flow data2 or finite differences.33 To avoid large errors induced by second-order differen-
tiation, it is also common to simply neglect the viscous term,18 due to the typically small viscous contribution in stenotic flows.1

To allow capturing viscous effects without computing second-order derivatives and within a Lagrangian finite ele-
ment framework, a least-squares-like reconstruction step is proposed here for the stress divergence. By projecting the
viscous tensor  onto a continuous finite element space before introducing it into the PPE, the resulting tensor
S� Xh½ �d�d will lead to a stress divergence r�S which is piecewise constant, hence non-vanishing. More precisely, first
compute each component Sij, with i, j¼ 1,…,d, such that

Z
Ω

SijζdΩ¼
Z
Ω

∂ui
∂xj

þ ∂uj
∂xi

� �
μζdΩ for all ζ�Xh, ð11Þ

with ui denoting the i-th spatial component of u, and considering the quantities evaluated at the desired time instant tn.
Then, find pn �Xh such that

Z
Ω

rq �rpn dΩ¼
Z
Ω

rq � r �Snð Þ dΩ�
Z
Ω

rq � ρ

Δt
un�un�1
� �þ ρrunð Þun

h i
dΩ for all q�Xh: ð12Þ

Notice that, due to the symmetry of the stress tensor, only d dþ1ð Þ=2 (rather than d2) scalar projections are needed. In
three dimensions, this corresponds to six scalar mass-matrix systems—all with the same coefficient matrix—that must
be solved at each time step. The added computational cost can be greatly mitigated by storing and re-using the LDL
decomposition of the mass matrix. This projected-stress estimator (PPES) has the advantage of allowing non-
homogeneous viscosity, as arising from turbulent33 or non-Newtonian35 hemodynamic models.

A technique sometimes employed to circumvent second-order differentiation is integrating the viscous term by parts. This is
however not immediately possible in pressure Poisson estimators, since the test functions q already have first-order derivatives
in the weak form. Nonetheless, using the rotational description of the viscous forces (5) actually enables such a step.
Notice that

�
Z
Ω

rq � r� r�uð Þð½ �dΩ¼�
Z
Ω

r�rqð Þ � r�uð ÞdΩþ
Z
Γ

n�rqð Þ � r�uð ÞdΓ¼
Z
Γ

n�rqð Þ � r�uð ÞdΓ,

since r�rq� 0 in L2 Ωð Þ even for standard H1 Ωð Þ functions.42 This leads to the boundary vorticity or integrated
pressure Poisson estimator (PPEω) recently proposed by Pacheco and Steinbach,35 seeking pn �Xh such that

Z
Ω

rq �rpn dΩ¼ μ

Z
Γ

n�rqð Þ � r�unð Þ dΓ�
Z
Ω

rq � ρ

Δt
un�un�1

� �þ ρrunð Þun
h i

dΩ for all q�Xh, ð13Þ

where n denotes the unit outward normal vector on ∂Ω. Although simple and computationally cheap, this estimator
relies on a surface integral, a type of operator which is sometimes avoided in MRI-based pressure reconstruction due to
typically inaccurate near-wall flow measurements.6 The performance of these two variants (PPES and PPEω) will be
compared in Section 4, including a third variant PPEdiv using the divergence form (6) of the convective term.
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3.2 | Stokes estimators (STE)

The overdeterminancy of (1) can be handled by introducing a vector-valued unknown and an additional scalar equa-
tion. In that context, and to circumvent the higher regularity requirements of the classical PPE, Švihlov�a et al.36 pro-
posed perturbing the momentum equation with the Laplacian of an (artificial) incompressible velocity field w. This
leads to the Stokes problem of finding w,pð Þ such that

�r2wþrp¼r��ρ
∂u
∂t

� ρruð Þu in Ω, ð14Þ

r�w¼ 0 in Ω, ð15Þ

w¼ 0 on Γ: ð16Þ

When using finite element methods to solve this problem, one can take advantage of the variational framework and
use integration by parts to get rid of the second-order derivatives in r�. In fact, it is also possible to eliminate the
derivative in the convective term: the integrated Stokes estimator (STEint) proposed by Bertoglio et al.18 seeks
wn,pnð Þ� Xh½ �d�Xh, with wnjΓ ¼ 0, such that

Z
Ω

rv :rwn dΩ�
Z
Ω

pnr�v dΩ¼
Z
Ω

rv : ρun�un�μrunð ÞdΩ� ρ

Δt

Z
Ω

v � un�un�1
� �

dΩ, ð17Þ

Z
Ω

qr�wn dΩþL v,q,pn,wnð Þ¼ 0 ð18Þ

for all v,qð Þ� Xh½ �d�Xh, with vjΓ ¼ 0, where L is a generic stabilization term to allow equal-order finite element
spaces Xh. Notice that the boundary terms coming from integration by parts vanish because vjΓ ¼ 0. Of course, other
forms of the viscous term can also be used, such as

Z
Ω

2μrsun :rsvdΩ, ð19Þ

as proposed by Pacheco and Steinbach,35 or even the rotational form:

μ

Z
Ω

r�unð Þ � r�vð ÞdΩ, ð20Þ

in which case we will use the notation STEint,ω. Although there is no obvious a priori reason to pick one over the others
– especially when u has been treated with solenoidal filters/projections7,21,33–, the “elasticity form” (19) has the advan-
tage of allowing variable viscosity. Nevertheless, only the Laplacian (17) and rotational (20) forms will be considered
herein.

3.3 | Work-energy balance estimators

When the goal is not to reconstruct the entire relative pressure field, but only to estimate an average pressure drop
between two predefined planes, the effort in solving a boundary value problem for the pressure can actually be spared.
Bertoglio et al.18 recently proposed using a virtual divergence-free vector w as weighting function for the momentum
Equation (1):
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Z
Ω

w �rp dΩ¼
Z
Ω

w �μr2u dΩ�
Z
Ω

w �ρ ∂u
∂t

dΩ�
Z
Ω

w � ρruð Þu½ �dΩ: ð21Þ

By taking w�H1 Ωð Þ such that r�w¼ 0 and wjΓw
¼ 0, integration by parts leads to:

Z
Γi [ Γo

pw �n dΓ¼
Z

Γi [ Γo

w � μru�ρu�uð Þn½ �dΓþ
Z
Ω

rw : ρu�u�μruð ÞdΩ�ρ

Z
Ω

w � ∂u
∂t

dΩ: ð22Þ

Furthermore,

Z
Γi [ Γo

w �n dΓ¼
Z
Γ

w �n dΓ¼
Z
Ω

r�w dΩ¼ 0: ð23Þ

Therefore, defining the virtual flow rate

Qw ≔
Z
Γi

w �n dΓ¼�
Z
Γo

w �n dΓ ð24Þ

and the w-weighted pressure drop

δwp≔

R
Γi
pw �n dΓR

Γi
w �n dΓ

�
R
Γo
pw �n dΓR

Γo
w �n dΓ

ð25Þ

yields the integral momentum relative pressure (IMRP) estimator:

δwp
n ¼ 1

Qw

Z
Γi [ Γo

w � μrun�ρun�unð Þn½ �dΓþ
Z
Ω

rw : ρun�un�μrunð ÞdΩ� ρ

Δt

Z
Ω

w � un�un�1
� �

dΩ

8<
:

9=
;, ð26Þ

with the virtual field typically pre-computed as a Stokes flow. A variant of this method, the virtual work-energy relative
pressure (vWERP) estimator does not rely on integration by parts of the convective term:

δwp
n ¼ 1

Qw

Z
Γi [ Γo

w � μrunð Þn½ �dΓ�
Z
Ω

μrw :rundΩ�
Z
Ω

w � ρ

Δt
un�un�1

� �þ ρrunð Þun
h i

dΩ

8<
:

9=
;: ð27Þ

In particular, setting w¼ u recovers the original work-energy (WERP) estimator by Donati et al.43 Their method is
less accurate than its virtual relatives, not only because of the squaring of the velocity data, but also due to limiting
assumptions (e.g., non-bifurcating geometry, immovable vessel walls with purely tangential velocity); it can also be
inaccurate for low flow rates and has a provenly higher bias than other estimators (refer to Bertoglio et al.18 for a
detailed discussion).

As in the STE, in principle any equivalent form of the viscous term can be used here. However, for the virtual work-
energy estimators, the rotational form brings a potential advantage. In practical applications of the vWERP estimator,
the viscous boundary integral in Equation (27) (often denoted as Se) is usually neglected, in order to mitigate errors
related to inaccurate near-wall measurements.6,8,21,32 Although this is in practice a reasonable assumption, especially
in typical cardiovascular flow regimes, it will be shown next how it is possible to construct a scheme where the bound-
ary integral naturally vanishes. When applied to the virtual work-energy equation, the rotational form of the stress
divergence yields:
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�μ

Z
Ω

w � r� r�uð Þ½ �dΩ¼�μ

Z
Ω

r�wð Þ � r�uð ÞdΩþμ

Z
Γ

n�wð Þ � r�uð ÞdΓ: ð28Þ

Compare the boundary term in Equation (28) to the one in Equation (27). In the original vWERP estimator, that term
is proportional to the full trace wjΓ, so that eliminating the boundary integral would require a wjΓ ¼ 0 condition—
thereby also annihilating the pressure term on the left-hand side of (27). Conversely, the rotational version (28) contains
not the full but only the tangential trace n�wjΓ, so that the boundary integral can be easily eliminated by selecting a
virtual field w with normal inflow and outflow conditions. For example, w can be chosen as the solution of the Stokes
problem to find w,λð Þ satisfying

�r2wþrλ¼ 0 in Ω,
r�w¼ 0 in Ω,
w¼φn on Γ,

ð29Þ

with φ being a given scalar function on Γ with zero value on Γw and zero mean on Γ (to guarantee global mass conser-
vation for w). Then, it is simple to verify that the boundary integral in Equation (28) vanishes, since

n�wjΓ ¼φn�n¼ 0 for anyφ: ð30Þ

In that case, one gets the rotational (vWERPω) estimator:

δφp
n ¼� 1

Qφ
μ

Z
Ω

r�wð Þ � r�unð ÞdΩþ
Z
Ω

w � ρ

Δt
un� un�1

� �þ ρrunð Þun
h i

dΩ

8<
:

9=
;, ð31Þ

in which

δφp≔

R
Γi
φp dΓR

Γi
φ dΓ

�
R
Γo
φp dΓR

Γo
φ dΓ

Qφ ≔
Z
Γi

φ dΓ¼�
Z
Γo

φ dΓ:

In particular, uniform inflow and outflow profiles can be used:

φ¼
0 on Γw,

-1 on Γi,
jΓi j
jΓo j on Γo:

8>>><
>>>:

This specific choice of φ leads to:

δφp¼ 1
� jΓi j �

Z
Γi

p dΓþ jΓi j
jΓo j

Z
Γo

p dΓ

0
B@

1
CA¼ 1

jΓi j
Z
Γi

p dΓ� 1
jΓo j

Z
Γo

p dΓ¼ δp,

that is, the weighted pressure drop is replaced by the standard mean pressure drop.
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4 | COMPUTATIONAL TESTS

In this section, various computational tests are carried out to evaluate the performance of the different estimators
described so far. First, two-dimensional problems with analytical solution are employed to assess the sensitivity of the
different estimators with respect to noise. To isolate the influence of viscous and convective terms, the first and second
examples are Navier–Stokes flows that also satisfy, respectively, the Stokes and Euler equations. Finally, 4D flow MRI
data from an in-vitro experiment will be used as a more practical test case. To assess noise sensitivity, the linearly inter-
polated velocity field is perturbed at each time step by an additive noise field with a normal distribution N 0,σ2ð Þ, so as
to simulate real measurements.18,20 The noise level σ is relative to the (spatiotemporal) peak velocity. Given the large
number of possible versions for the estimators depending on how viscous and convective terms are treated, the notation
used throughout this article is given in Table 1.

In the computations, first-order Lagrangian finite elements are employed for the discretization of all quantities of
interest. To solve the Stokes system required for the virtual work-energy and Stokes estimators, a stabilization method
is required to allow equal-order discretization. For the two-dimensional problems, which are solved in triangular
meshes, the MINI element is used.18,44 Since these elements are not defined for non-simplicial meshes, in the 4D MRI
case the stabilization method by Dohrmann and Bochev45 is employed — both techniques are absolutely stable,
parameter-free and simple to implement. All computations were done in MATLAB (MathWorks, Natick, MA) using its
standard direct solvers.

4.1 | Two-dimensional Womersley flow

Given their known analytical solutions, two-dimensional Womersley flows are a useful benchmark for pressure estima-
tion methods.7,10The setup considers a pulsatile velocity u¼ u,0ð ÞΤ given by

u x,y, tð Þ¼ 1� y
H

	 
2
� �

U0�U1ℜe ieiωt 1� cosh αy=Hð Þ
cosh α

� �
 �
ð32Þ

in a straight channel Ω¼ 0,Lð Þ� �H,Hð Þ, where α¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
iωρH2=μ

p
and ℜe denotes the real part of a complex number.

The exact pressure field is (up to a function of time only)

p x,y, tð Þ¼� 2μU0

H2 þρU1ω cos ωt

� �
x, ð33Þ

so that the analytical expression for the pressure drop is

TABLE 1 Notation employed to describe the three classes of estimators (Poisson, Stokes and work-energy) with respect to different

treatments of viscous and convective effects

Abbreviations Viscous terms Convective terms

PPE Neglected Convective form

PPES Stress divergence Convective form

PPEω Rotational form (integrated) Convective form

PPEdiv Stress divergence Divergence form

STE Laplacian form (integrated) Convective form

STEint Laplacian form (integrated) Divergence form (integrated)

STEint,ω Rotational form (integrated) Divergence form (integrated)

IMRP Laplacian form (integrated) Divergence form (integrated)

vWERP Laplacian form (integrated) Convective form

vWERPω Rotational form (integrated) Convective form
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δp tð Þ¼ 2μU0

H2 þρU1ω cos ωt

� �
L: ð34Þ

The parameters used here are U0 ¼U1 ¼ 0:25 m/s, ω¼ 2π rad/s, ρ¼ 1000 kg/m3, μ¼ 3:5 mPa s, and L¼ 5H¼ 25 mm.
Since the Womersley flow is not only a Navier–Stokes but also a Stokes flow, the idea with this test case is to at first
drop the convective term in the estimators so as to compare only the different treatments of the viscous term. The trian-
gular mesh has a uniform spatial resolution of H=5, and the temporal resolution is set as T=10, with T¼ 1 s being the
pulsation period. The estimators' sensitivity to noise is evaluated through the relative peak error:

εpeak ¼ 1� max δpf g
max δpexactf g

����
����, ð35Þ

with 30 samples (cycles) computed per noise level. Two versions of each family of methods are considered: PPES and
PPEω, vWERP and vWERPω, and also the STEint in standard (grad-grad) and rotational (curl-curl) forms. Figure 1
shows the 95.45% confidence interval (corresponding to two standard deviations) of the peak error for different noise
levels 0≤ σ ≤ 0:20. The results reveal good performance for all methods, all with less than 4% error even at 20% noise
level. Although the integrated35 and the projected-stress Poisson estimators display a similar variability, the error
curve of the PPES is somewhat shifted downwards. This is the case even for σ¼ 0, that is, the reason for the better
performance of the PPES stems from its smaller discretization error. One possible explanation might be given in a
very recent study by Araya et al.46: their theoretical estimates describe a suboptimal asymptotic convergence rate
for the PPEω—although it is still unclear whether their analysis is sharp. For the other estimators, there are no
significant changes whether using the Laplacian or rotational description of the viscous terms. The main reason
for the small error levels in this example is the fact that the convective term has been “switched off”. When convection
is included, the estimated pressure becomes visibly more sensitive to noise, as shown in Figure 2. This indicates that
the quadratic nature of the convective term may be more harmful to the estimators' accuracy than the higher-order
derivatives of the viscous term—even for a flow regime with pronounced viscous effects such as this one. This differ-
ence will be even more expressive when considering the divergence form of the convective term, as shown in the next
test case.

FIGURE 1 Womersley flow benchmark: noise sensitivity (95.45% confidence interval from 30 realizations) considering

different versions of the Poisson, Stokes and virtual work-energy relative pressure estimators
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4.2 | Two-dimensional radial flow

The next test case considers a radial flow that solves both the Navier–Stokes and the Euler equations. This solution
describes a pulsatile flow accelerating through a narrowing channel. The velocity and mean pressure drop between inlet
and outlet are:

u x,y, tð Þ¼ V tð Þx= x2þ y2ð Þ
V tð Þy= x2þ y2ð Þ

� �
, δp tð Þ¼ ρ

2
1�R2

r2

� �
V2 tð ÞþR _V tð Þlog R2

r2

� �� �
,

where R and r are the inlet and outlet radii, respectively, and V tð Þ is a given pulsatility, which is chosen here as:

V tð Þ¼� 1þA sin ωtð ÞU:

The parameters set for this example are U ¼ 0:5 m/s, ω¼ 2π rad/s, ρ¼ 1000 kg/m3, R¼ 2r¼ 5 mm, and A¼ 0:5, with
an arc of π=8 rad. The discretized geometry is shown in Figure 3 (the flow happens from right to left), and the temporal
resolution is again Δt¼T=10¼ 0:1 s. Now, the viscous term is dropped in the estimators so as to compare them solely
with respect to the treatment of the convective term. The variants considered are the vWERP, IMRP, STE, STEint, PPE
and PPEdiv (cf. Table 1). The differences are now more expressive than in the previous case study: each of the methods
is visibly more sensitive to noise when the divergence form of convection is used. Also notice that the errors here are at
least one order of magnitude higher than in the previous example, once more indicating the higher noise sensitivity
caused by convective (in comparison to viscous) terms. It is important to remark that, in practice, 4D flow data are
acquired spatially in a Cartesian-like manner, so that boundaries will in general not be resolved as in Figure 3; a more
realistic setup will be considered in the next test case (Figure 4).

FIGURE 2 Womersley flow benchmark: relative pressure drop (20% noise level, 95.45% confidence interval) when including (lower

row) or omitting (upper row) the convective term. The wider bands obtained when considering convection reveal a higher noise sensitivity

stemming from convective terms than from viscous terms
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4.3 | In-vitro flow in giant intracranial aneurysm phantom

The next test case considers a more realistic scenario using real 4D flow MRI measurements. For an in-depth study on
the flow mechanism in intracranial aneurysms, Amili et al.30 constructed a 3D-printed replica of a giant, pre-treatment
aneurysm14 in an internal carotid artery (ICA). The geometry was scaled (enlarged) by a factor of 2.0 to enable more
accurate measurements, and the remaining parameters were adjusted to have an in-vitro experiment matching the
physiological Reynolds and Womersley numbers. The experiment had a velocity encoding of 0.8 m/s along all direc-
tions, a 15 ∘ flip angle and a spatial resolution of 0:6�0:6�0:6 mm3. The pulsation period was T¼ 7:92 s, with 16 acqui-
sitions per cycle (Δt¼ 0:495 s). The fluid properties were measured as ρ¼ 1060 kg/m3 and μ¼ 2:12 mPa s, and further
details on the experimental setup can be found in the original article.30

FIGURE 3 Radial flow benchmark: geometry and discretization used for the noise sensitivity study (flow direction: right to left)

FIGURE 4 Radial flow benchmark: noise sensitivity (95:45% confidence interval from 30 realizations) considering different versions

of the Poisson, Stokes and virtual work-energy relative pressure estimators. The conservation form of the convective effects (IMRP, STEint,

PPEdiv) is more sensitive to noise when compared to the standard (convective) form, for all three classes of estimators
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The first step for the pressure computation is to extract a finite element mesh from the data. For this, a tensor-
product hexahedral grid is first constructed directly from the voxelated data. Then, the elements corresponding to
voxels outside the aneurysm are deleted (the published data30 contain a mask assigning a “number/not-a-number” flag

FIGURE 5 Hexahedral meshes constructed from the in-vitro data by Amili et al.30
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to each data point). Finally, the mesh is truncated at x¼ 13 cm to eliminate the artificial prolongations of the artery
used in the experiment (cf. Figure 1 therein30). No erosion30 or deletion9 of wall voxels was performed. The final hex-
ahedral mesh, depicted in Figure 5A, contains approximately 2� 105 elements and nodes. A subsampled version with

FIGURE 6 Relative systolic pressure distribution computed from 4D flow measurements in an in-vitro ICA aneurysm30 using the PPES

and STE. As often observed, the Poisson estimator computes lower relative pressure magnitudes

FIGURE 7 Pressure drop computed from 4D flow measurements in an in-vitro ICA aneurysm.30 The Stokes and vWERP estimators

agree very well with each other, and so do the IMRP and STEint (since both use the same integrated form of the convective term). There is

virtually no difference between the vWERP and vWERPω estimates, which confirms that the surface integral Se is negligible for this flow.

Also between PPES and PPEω there is hardly any difference, whereas using the divergence form of convection (PPEdiv) increases the

pressure drop, as in the other two families of estimators
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half of the original spatial resolution is also considered for the last test, see Figure 5B. The relative pressure fields com-
puted at systole by the pressure Poisson and Stokes estimators are illustrated in Figure 6, which shows—as usual—that
the PPE estimates a lower relative pressure.

Figure 7 depicts the mean pressure drop δp tð Þ between the inlet and outlet planes. The Stokes and virtual work-
energy estimators show excellent mutual agreement, with less than 2% difference in the peak systolic value. The same
goes for the IMRP and STEint, both of which use the same integrated version of the convective term. Although there are
no reference measurements here, Bertoglio et al.18 also noted that the (integrated) divergence form of convec-
tion increases the estimated pressure for the STE. The results in Figure 7 confirm that this is also the case for
the other two families of estimators. The vWERP and vWERPω estimates are virtually indistinguishable, which con-
firms that, as often assumed in the literature,6,8,21,32 the viscous boundary term Se is negligible also for this test case.
There is also hardly any difference between the projected-stress and integrated Poisson estimators, which is most likely
due to the rather high resolution of the data (the PPEω typically has a higher truncation error, see Figure 1 [right] and
also Ref. 46).

Next, as done by Nolte et al.,9 noise is artificially added to the data in order to compare the estimators with
respect to the different treatment of the convective term. The results, depicted in Figure 8, show rather small var-
iability even for the high noise level applied (σ¼ 0:20). This is due to the relatively high resolution of this dataset,
which considers an enlarged aneurysm phantom (error bands for in-vivo measurements are typically higher). For this
reason, no clear winner in terms of noise sensitivity can be picked from the results in Figure 8, with all variants dis-
playing a comparable variability. Then, to yield a more realistic comparison, a spatial subsampling of the original data

FIGURE 8 Pressure drop (95:45% confidence interval from 30 realizations) computed from 4D flow measurements in an in-vitro ICA

aneurysm,30 with artificially added noise (σ¼ 0:20). The divergence variants of the convective term (right column) estimate a higher pressure

drop in all cases, but there is no “clear winner” with respect to noise sensitivity
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is applied, with half of the original resolution (cf. Figure 5B). The results, depicted in Figure 9, are now more conclu-
sive. At the pressure peak, the standard deviation of the STEint is 62% larger than that of the STE, and the difference is
even larger (106%) between the IMRP and vWERP estimators. For the PPE, though, the divergence form of convection
only led to a 16% increase in the standard deviation. These results confirm the trend observed in the in-silico test case:
the divergence form of the convective term is indeed more sensitive to noisy velocity data.

5 | DISCUSSION

5.1 | Main findings

This study compared three families of relative pressure estimators (Poisson, Stokes and virtual work-energy balance)
with different ways of treating viscous and convective terms. Classical treatments as well as two new ones were
investigated. The in-silico tests indicate that, for all three classes considered here, the integrated forms (PPEω, STEint,
and IMRP) yield larger errors for noisy data. Another key finding here is that the noise sensitivity of the convective
term can be considerably higher than that of the viscous term (despite the latter's second-order derivatives) even for
cerebrovascular flow regimes with increased viscous contribution. Moreover, the investigation with in-vitro 4D MRI
data confirmed the well-known underestimation bias of pressure Poisson estimators (in different variants). Notice,
though, that new ideas and techniques have recently emerged to increase the PPE's accuracy. For instance, Araya
et al.46 noted that increasing the polynomial order of the pressure interpolant can mitigate the underestimation of
peak systolic pressures. A similar effect can be achieved by removing the outer layer of voxels, as recently reported by

FIGURE 9 Pressure drop (95:45% confidence interval from 30 realizations) computed from 4D flow measurements in an in-vitro ICA

aneurysm,30 with artificially added noise (σ¼ 0:20) and spatial subsampling, cf. Figure 5B. The divergence variants of the convective term

(right column) estimate a higher pressure drop in all cases, but are more sensitive to noise
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Nolte et al.9 A more accurate computation of the viscous term can also be achieved by reconstructing the velocity field
near the walls.3

5.2 | Treatment of viscous terms

The (herein introduced) projected-stress pressure Poisson estimator (PPES) improves the accuracy of the viscous pressure
drop, although this improvement is likely to be overshadowed by convection-related effects in clinical applications. How-
ever, the viscous component per se can be a potential biomarker for aortic diseases,3 in which case a more accurate com-
putation of viscous effects becomes relevant. In particular, the near-wall velocity reconstruction technique proposed by
Donati et al.3 can be combined with the present viscous modifications to better capture viscous pressure drops. In such a
context, the boundary-integral-free modification proposed herein for the virtual estimators may prove advantageous.
Although whether it could have an impact in clinical practice is unclear at the moment, the vWERPω estimator has no
added cost or complexity in comparison to the classical versions, and has the advantage of not requiring prior phenome-
nological knowledge on the flow regime by the user, since the boundary integral vanishes exactly for any flow.

5.3 | Treatment of convection terms

The convective effects in all estimators can be treated in either convective (standard) or divergence/conservation form.
Using the latter in Stokes and work-energy estimators enables integration by parts, thus eliminating derivatives. Differ-
ent test cases reveal increased noise sensitivity when shifting from the convective to the conservation form—in all three
families of methods considered. On the other hand, the study with in-vitro data showed a larger pressure drop esti-
mated by the conservation variants. Although there are no reference measurements here to judge such increase in esti-
mated pressure, this behaviour is in line with the findings of Bertoglio et al.,18 who reported that the integrated variants
can mitigate the pressure underestimation caused by low-resolution data.

5.4 | Limitations

The present work is application-driven, yet still fundamental and, up to a certain extent, also theoretical. The test cases
reveal insightful information and trends, but the absence of reference in-vivo data limits the reach of some of the conclu-
sions drawn here. Moreover, the improved computation of viscous terms does not solve the dependency of relative pres-
sure field estimators (PPE, STE) on the defined geometrical domain.8,9 In fact, viscous effects are most significant near
vessel walls, which are often not (accurately) included in the final computational domain.3,9 Therefore, the methods pres-
ented here could and should be combined with techniques aimed at improving near-wall velocity accuracy.3

6 | CONCLUDING REMARKS AND FUTURE DEVELOPMENTS

The purpose of this work has been twofold: from one side, to compare different treatments of viscous and convective
effects in relative pressure estimation and, from another, to propose modifications in the viscous terms to circumvent
surface integrals. The in-silico and in-vitro datasets considered here lie in the typical physiological regime of cerebrovas-
cular flows, where viscous forces are more significant than in, for example, aortic applications. In the aorta, it is known
that viscous terms are usually negligible if compared to inertial ones,18,1 therefore noise-related errors due to viscous
second-order derivatives are also typically small (see e.g., Figure 4 in Ref. 1). What is now shown here is that this
applies also to flows with lower Reynolds and Womersley numbers. In fact, even in a Womersley flow with no (physi-
cal) convective contribution whatsoever, viscous effects can be the least significant source of error. Moreover, using the
integrated forms of Poisson, Stokes or virtual work estimators tends to increase noise sensitivity, in spite of their
reduced order of differentiation on the velocity data.

As for the modifications introduced here, the in-silico tests showed that the projected-stress PPE can improve the
accuracy of the viscous pressure drop. It has also the advantage of allowing for local viscosity variations, which could
improve the computation of turbulence-related pressure drops stemming from eddy viscosities.33 The present rotational
vWERP, on the other hand, did not provide tangible differences with respect to the standard variant. It can still be seen,
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however, as more robust in theory, by consistently eliminating (rather than neglecting) viscous surface integrals regard-
less of the flow regime—without making any assumptions on the relative magnitudes of different virtual work terms.
Whether this will be advantageous for flows of clinical interest, however, is not known at the moment.

Two ramifications are planned for the continuation of this study. The first and obvious one is to assess the modified
variants presented here in combination with in-vivo data. The second one involves a more technical aspect. One of the
reasons normally attributed to the underestimation bias of pressure Poisson estimators are their increased regularity
(continuity) requirements on the pressure field.9 In this context, on-going work includes the implementation of an
ultra-weak finite element method for the PPE.47 In such a framework, integration by parts can be applied to reduce the
pressure regularity requirements down to the same ones as in the Stokes estimator, thereby potentially increasing the
accuracy of the PPE in low-resolution grids.
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