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Abstract 

When modeling inorganic-organic interfaces with density functional theory, the outcome 

often depends on the chosen functional. Hybrid functionals, which employ a fraction of 

Hartree-Fock exchange α, tend to give better results than the more commonly applied semi-

local functionals, since they remove or at least mitigate the unphysical electron self-

interaction. However, the choice of α is not straightforward, as its effect on observables 

depends on the physical properties of the investigated system, such as the size of the 

investigated molecule, and the polarizability of the substrate. In this contribution, we 

demonstrate this impact exemplarily for tetrafluoro-1,4-benzoquinone TFBQ on 

semiconducting (copper-I-oxide Cu2O) and metallic (Cu) substrates and explore how the 

simulated charge transfer depends on α. We determine the value α* that marks the transition 

point between spurious over-localization and over-delocalization of charges. This allows us to 

shed light on the interplay between the value of α* and the physical properties of the 

interface. We find that on the inert, semiconducting substrate α* strongly depends on surface 

screening. Furthermore, α has a significant impact on the charge transfer, and, in particular, 

the charge localization. Conversely, for the adsorption on Cu, α affects only the amount of 

transferred charge, but not its localization, which is a consequence of strong hybridization. 

Finally, we discuss limitations to the predictive power of DFT for modeling charge transfer at 

hybrid interfaces and explain why the choice of a “correct” amount of Hartree-Fock exchange 

is difficult, if not impossible. However, we argue why simulations still provide valuable insights 

into the charge transfer mechanism at organic/inorganic interfaces and describe how α can 

be chosen sensibly to simulate any given system. 
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1. Introduction 

With increasing computational power available to scientific applications, computer 

simulations have become more and more significant in various scientific disciplines. A 

showcase field concerning this trend is the investigation of inorganic/organic interfaces. As 

they are often embedded within the investigated specimen, experimental investigations can 

be troublesome. Moreover, experiments frequently yield only incomplete information and do 

not provide a full atomistic understanding of the processes relevant at interfaces. Here, first-

principle simulations can provide complementary insights and potentially offer an entirely 

different perspective by making observables accessible which are difficult to track 

experimentally. 

The most widely used simulation method in material science based on the quantum-

mechanical description of matter is Density Functional Theory (DFT). The reason for this is 

mainly that DFT offers a good compromise between computational efficiency and accuracy.1 

While DFT is in principle exact, in practice approximations need to be made, since the exact 

functional is not known. A large variety of different exchange-correlation functionals is 

available and many basic properties, such as covalent bonds, are well described within most 

of the existing frameworks.2–4  

Unfortunately, this is not necessarily true for all observables, and inconsistencies between 

different functionals occur. In particular when charge transfer at interfaces come into play, 

the results of different DFT functionals can differ, varying both the amount of transferred 

charge and the charge distribution within a given material combination.5–11 The problem of 

spurious charge transfer is particularly pronounced at inorganic/organic interfaces, where 

two very different classes of materials are combined.10 Conceptually, for such interfaces, two 
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fundamentally different charge transfer mechanisms have been found both in simulations 

and in experiments: Fractional Charge Transfer (FCT) and Integer Charge Transfer (ICT).12 FCT 

implies that all molecules get equally fractionally charged. It occurs on surfaces where hybrid 

bands between substrate and molecules can be formed, which is, for example, the case for 

interfaces with pristine metals.13–16 The case of ICT is typically found for less reactive surfaces, 

such as passivated metals or semiconductors.17–21 There, charge transfer can occur only in 

integer electron numbers due to the absence of hybrid bands. This leads to the coexistence 

of charged and neutral molecules on the surface.12,20,22 The difference between ICT and FCT, 

therefore, lies primarily in the localization of charge within the molecular adsorbate.12 

Consequently, the charge transfer mechanism strongly influences the electrostatic landscape 

and, therefore, several physical properties of the interface20 (such as charge injection 

barriers23). In this work, we address the question how well the typically applied semi-local and 

hybrid DFT methods are suited to do reliably describe the properties of such hybrid interfaces.  

A complication that arises when trying to distinguish between ICT and FCT in simulations is 

that semi-local DFT functionals (such as PBE,24,25 which is also applied in this work) spuriously 

over-delocalize charge.8,26–29 Consequently, by default FCT is favored. The problem of over-

delocalization can be overcome by admixing a fraction of Hartree-Fock exchange (quantified 

by the parameter α). This  is done in so-called hybrid functionals.30 It has been argued that 

Hartree-Fock exchange plays a similar role as the on-site repulsion term in the Hubbard model 

(i.e. +U term),31–33 and it thus relates to the difference between the first and the second 

ionization energy, which is naturally system-dependent. 

While a too low fraction of Hartree-Fock exchange favors FCT, conversely, when a (too) high 

amount of Hartree-Fock exchange is chosen, this leads to the opposite case of charge over-
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localization11,34 and causes an unphysical favoring of ICT over FCT.20 Therefore, the charge 

transfer mechanism obtained in a simulation can depend strongly on the applied functional 

and the simulation does not necessarily reflect the correct physics.  

In this contribution, we address several questions concerning the interplay between the 

chosen functional and the charge transfer properties obtained when simulating hybrid 

interfaces. In particular, we investigate whether semi-local and hybrid functionals can predict 

the charge transfer mechanism. In addition, we discuss how insight can still be gained in 

systems where this is not the case. In this context, we also consider the question, how well 

typically applied “default” hybrid functionals, such as PBE0 (which employs α= 0.25),3,30,35 are 

able to describe charge transfer at interfaces. 

We start by reviewing the physics behind the two charge transfer mechanisms and how they 

are represented within DFT. Readers who are more interested in the practical application are 

encouraged to continue with section 4, where we simulate different interfaces and 

investigate the influence of α. Throughout, we apply the PBEh30 functional family. We 

investigate two prototypical interfaces which are expected to exhibit different charge transfer 

mechanisms. These comprise the adsorption of tetrafluoro-1,4-benzoquinone (TFBQ, see 

Figure 1) on a weakly reactive, metallic surface and on an essentially inert semiconducting 

substrate, where (almost) no hybridization between adsorbate and substrate takes place.  

TFBQ is an electron acceptor and, therefore, triggers electron transfer processes on 

substrates with a sufficiently small work function. Initially, we analyze the molecule in the gas 

phase to obtain a starting point for our discussion. We then consider adsorption on the 

semiconducting copper-I-oxide Cu2O surface. In case of intrinsic Cu2O, the LUMO of TFBQ lies 

in the gap of the substrate, and no charge transfer toward the molecule takes place. To obtain 
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a prototypical ICT scenario, charge transfer is enabled by inducing an n-doped situation of the 

substrate, which results in filling of the molecular LUMO. Then, we simulate adsorption on 

Cu, where we expect that the hybridization between molecule and substrate will lead to an 

FCT situation. 

For the discussed systems, we derive the transition value α*, which is defined such that the 

applied functional does neither over-localize nor over-delocalize charge. Comparing this value 

for physically different systems allows us to investigate the interplay of physical properties 

and the applied functional. We discuss why it is problematic to choose an “ideal” value of α 

for a given system and how to most reasonably apply DFT for the investigation of different 

charge transfer mechanisms. 

2. Methodology 

2.1. Computational Settings 

All calculations are performed within the FHI-aims simulation package.36 We apply the PBEh30 

hybrid functional family, which connects PBE and Hartree-Fock exchange according to the 

equation 

𝐸𝑥𝑐
𝑃𝐵𝐸ℎ = 𝛼𝐸𝑥

𝐻𝐹 + (1 − 𝛼)𝐸𝑥
𝑃𝐵𝐸 + 𝐸𝑐

𝑃𝐵𝐸 (1) 

with the exchange-correlation energy 𝐸𝑥𝑐
𝑃𝐵𝐸ℎ consisting of a portion of Hartree-Fock exchange 

energy 𝐸𝑥
𝐻𝐹, the complementary portion of PBE exchange 𝐸𝑥

𝑃𝐵𝐸, and the correlation energy 

𝐸𝑐
𝑃𝐵𝐸. The relative weight of exchange from PBE and Hartree-Fock is determined by the mixing 

parameter α. The PBEh family contains two commonly used functionals, PBE24,25 (α=0), and 

PBE03,30,35 (α=0.25). To demonstrate the impact of the fraction of Hartree-Fock exchange, in 

this work we vary α between 0 and 1.  
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Geometry optimizations are performed for all discussed systems with the corresponding 

functional. In these optimizations, the vdW-TS van der Waals correction37 is applied and for 

adsorption on Cu(111) the surface parameterization by Ruiz et al.38 is used. We allow the 

molecule(s) as well as the topmost part of the substrate (i.e., the first O-Cu-O triple layer for 

Cu2O and the two topmost layers for Cu) to relax until remaining forces below 0.01 eV/Å are 

reached. Full geometry optimizations for every applied functional turns out to be crucial, as 

incorrect results are obtained for several observables when hybrid-functional calculations on 

the basis of PBE geometries are performed: For the systems discussed here, hybrid 

calculations on the basis of PBE geometries result in work-function differences of up to 0.4 

eV, adsorption height modifications of up to 0.25 Å and the appearance of spurious peaks in 

the density of states (DOS) compared to consistently applying the hybrid functional (for 

details see the Supporting Information). 

Note that the performed hybrid geometry optimizations for surface systems containing 

several hundred atoms are computationally extremely costly. This is aggravated by the need 

for performing all calculations in a spin-polarized manner, as this is a pre-requisite for 

capturing the ICT scenario (see below).  

For the smallest possible Cu2O(111) surface unit cell containing four Cu atoms (and two O 

atoms) per layer, a k-point grid of 12x12x1 k-points is applied. For metallic Cu, a denser k-grid 

is required and we used 16x16x1 k-points for the equivalent Cu(111) surface unit cell with 

four atoms per layer.  For the larger unit cells containing adsorbed molecules, the k-point 

grids are scaled accordingly. A Gaussian occupation scheme with a broadening of 0.1 eV is 

applied.  

FHI-aims contains predefined collections of settings for atomic species regarding basis sets, 

integration grids, and the numerical accuracy of the Hartree potential.36 During our 
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convergence tests, “light” settings showed sufficient accuracy for the investigated systems 

when describing observables like the density of states, orbital energies and work functions. 

Details on the convergence tests are contained in the Supporting Information. 

 

2.2. Investigated Systems and Unit Cells 

For the surface calculations presented in this work, we consider unit cells containing two 

molecules of TFBQ on the stable copper-I-oxide Cu2O(111)39,40 and copper Cu(111) surfaces 

(as chemically related examples for semiconductor and metal substrates).  

Note that the simulation of several molecules in one unit cell is necessary to describe the 

coexistence of charged and uncharged molecules as it can appear in the ICT case.  

By this material choice, similar binding properties for the molecule are preserved, as on both 

substrates molecular adsorption is guided by the bonding of the molecular O atoms to 

substrate Cu atoms. We have chosen the mixed-terminated (111)-surface because there the 

TFBQ molecule exhibits only very weak hybridization with this substrate surface. We note that 

stronger hybridization between the adsorbate and a semiconductor can occur, e.g., for the 

Cu-terminated surface (in which case a FCT solution on a semiconducting substrate could 

theoretically appear).  

In hybrid DFT, the band gap of a material (and the level alignment with an adsorbate) depends 

on the employed functional.41,42 In our calculations, the gap of Cu2O varies between non-

existent (metallic, α=0) and 6.8 eV (α=0.75), compared to an experimental band gap of 2.1 

eV.43 However, this is less of a concern for the present study, since the exact value of the band 

gap is not relevant as long as a consistent ordering of substrate and adsorbate states 

(molecular LUMO in the substrate band gap) is maintained. Indeed, for all applied hybrid 

functionals (α>0), intrinsic Cu2O is correctly described as a semiconductor with the TFBQ 
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LUMO lying in its band gap. As a consequence, there is no electron transfer to the molecules. 

The situation is different when α=0 (or very close to 0). In that case, the semiconducting 

nature of the substrate is not captured and Cu2O exhibits no band gap. In that case the 

molecular LUMO is below the substrate Fermi-energy, and charge is spuriously transferred 

toward the TFBQ molecules. Therefore, the energies for the unoccupied LUMO could not be 

derived with α=0, and corresponding results could not be used in the following, whenever 

LUMO energies were required for determining α*. 

The applied coverage is motivated by the structure of the Cu2O(111) surface, as the 4x4 cell 

(containing 16 Cu atoms per layer) is the smallest possible unit cell allowing the 

commensurate adsorption of TFBQ in a flat-lying geometry. We, therefore, apply an 8x4 unit 

cell for both Cu and Cu2O substrates, which allows the adsorption of two molecules per unit 

cell in symmetry equivalent positions (see Figure 1). 

To model the Cu substrate, 4 layers of metal atoms are used. At this slab thickness, the metal 

work-function is converged to within 0.1 eV. To simulate the Cu2O(111) surface, three O-Cu-

O layers of Cu2O(111) are employed, corresponding to a thin film of Cu2O. This results in a 

slightly smaller band gap than in a bulk Cu2O substrate, but does not affect the situation 

qualitatively, as in all cases the molecular LUMO is located inside the Cu2O gap. The lattice 

constants are set to 3.63 Å for Cu and to 4.27 Å for Cu2O.  

Note that in principle, the lattice constant depends on the applied functional. However, we 

carefully checked that using a fixed value does not affect the results in this work, which is 

discussed in detail in the Supporting Information. 

As periodic boundary conditions in all three spatial directions are applied, a vacuum gap of at 

least 20 Å is inserted between the periodic replicas of the slabs in the direction perpendicular 
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to the surface. In addition, a dipole correction44 is used to electrostatically decouple the 

periodic replicas.  
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Figure 1: TFBQ on the Cu2O(111) surface in the 8x4 surface supercell. Cu atoms are depicted in 

brown, O atoms in red, C atoms in yellow, and F atoms in green. 

 



12 
 

3. Theoretical Background: Modeling Charge Transfer with DFT 

3.1. Charge Transfer Mechanisms 

A key aspect of the present paper is to understand how the applied DFT methodology 

influences the charge transfer mechanism found in simulations. Prior to discussing that, we 

review the physical aspects that lead to the two possible scenarios, fractional charge transfer 

FCT and integer charge transfer ICT, and highlight the distinguishing features. 

Whether FCT or ICT appear in a specific case depends mainly on the hybridization between 

electronic states of the adsorbed molecules and states of the underlying substrate. Also, the 

coupling between adjacent molecules can play a role.12,22,45–47 To illustrate the two different 

situations, we consider a model system where all molecules in the layer are notionally 

equivalent (i.e., they adsorb on equivalent adsorption sites) and where the interaction 

between the molecules is negligible. This is a good approximation for flat-lying molecules, 

where the coupling in the first monolayer is typically very small.  

At first we discuss a situation where no strong hybridization between the adsorbed molecules 

and substrate takes place. This is usually the case when there are spacer groups on the 

molecule separating it from the substrate47 or when the molecules are adsorbed on a 

nonreactive, passivated, or semiconducting  substrate.19–21,48–50 When the adsorbate is 

electronically decoupled from the surface, charge transfer is limited to integer electron 

numbers (e.g., via tunneling). The (spin-)orbitals of the adsorbed molecules are then either 

completely filled or empty.12 As soon as one electron is added to the lowest unoccupied 

molecular orbital (LUMO) of an adsorbed molecule, the orbital splits into a singly occupied 

(SOMO) and a singly unoccupied (SUMO) spin orbital (see Figure 2).20,51,21 In the 

corresponding DOS, the resulting spin-split peaks are located above and below the Fermi 

level, respectively, while no molecular DOS prevails directly at the Fermi edge. In addition, ICT 
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systems exhibit a coexistence of charged and neutral molecules on the surface (where the 

ratio between the species can adopt a wide range of values).  

This breaking of the translational periodicity due to charging can be understood in the 

following way: Electron transfer is originally triggered by the electron affinities of the 

molecules in the adsorbate layer being larger than the work function of the substrate (or their 

ionization energies being smaller). Due to the ensuing transfer of  charge to one molecule, 

the electrostatic energy in its surrounding changes such that further transfer to neighboring 

molecules is suppressed and neighboring molecules, thus, remain neutral.20 For identical 

adsorption sites and at low temperatures, this results in the formation of a super-lattice of 

charged molecules. Notably, the charged and neutral molecules not only exhibit differences 

in their charge densities and densities of states, but also in their geometries (i.e., bond 

lengths). 

Conversely, for adsorption on moderately reactive surfaces (such as clean coinage metals), 

strong hybridization between the electronic states of substrate and adsorbed molecules can 

take place and a hybrid band is formed. The states in this hybrid band are delocalized between 

substrate and molecules. When a state in such a band becomes occupied, part of the 

associated charge density can be associated with the substrate, and part of it with the 

adsorbate. This leads to a situation where all molecules on the surface become equally, and 

often fractionally, charged.12 In case of fractional charging, the Fermi-energy cuts through the 

hybrid-band, i.e., the molecular DOS is non-zero at the Fermi-edge and the net charge on each 

molecule adopts a non-integer number (see Figure 2). In contrast to the ICT situation, the 

translational symmetry is not broken and all molecules in the layer exhibit equivalent 

geometries and electronic structures. The main features distinguishing FCT and ICT systems 

are summarized in Table 1 and Figure 2. 
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Table 1: Characteristics of Integer and Fractional Charge Transfer 

Fractional Charge Transfer Integer Charge Transfer 

no spin splitting appears in molecular 

DOS 

spin splitting appears in molecular 

DOS 

no breaking of translation symmetry in 

molecular layer  

symmetry-breaking in molecular layer 

due to differently charged molecules; 

visible in geometry and DOS 

all molecules get equally (often 

fractionally) charged  

coexistence of charged and neutral 

molecules 

non-vanishing DOS at Fermi edge no DOS at Fermi edge 
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Figure 2: Schematic representation of level alignment upon adsorption of two TFBQ molecules on 
a substrate. Depending on the interaction, either spin polarized charging of one molecule (ICT) or 
spin unploarized, equivalent charging of both molecules appears. 

 

3.2. Impact of the Methodology on the Charge Distribution 

While there is a vast amount of DFT studies describing FCT systems, theoretical work on ICT 

systems is comparably scarce. This discrepancy appears because modeling ICT is 

fundamentally more complicated20,22 and also computationally significantly more costly than 

simulating FCT for the following reasons: 

The first complication when modeling ICT arises from the periodic boundary conditions, which 

are required to simulate extended surfaces. To be able to capture symmetry breaking 

between different molecules in this framework, large supercells containing at least two 

molecules are required. This already significantly increases the computational effort. 

Additionally, spin-unrestricted simulations need to be performed, as single (unpaired) 
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electrons are transferred. Although this is in principle straightforward to do within most DFT 

codes, it further increases the computational cost.  

The most challenging and computationally most expensive factor is related to the functional 

required to correctly describe ICT. While FCT can be modeled using semi-local functionals, 

capturing ICT requires higher-rung methods (such as hybrid functionals).20 These are 

computationally up to two orders of magnitude more demanding than their semi-local 

counterparts.30  

We note that the simulation of cells with two molecules per supercell does not pose a 

restriction for the FCT situation where all molecules in the monolayer are equivalent. 

However, for ICT, it only allows to model the situation where every other molecule is charged 

(and not, say, one out of four). Allowing for different ratios between charged and neutral 

molecules would require the use of even larger supercells, which is presently intractable using 

hybrid functionals. The precise fraction of charged molecules is, however, inconsequential for 

the present study, which deals with the conceptual differences between FCT and ICT. Thus, 

also the limitation to two molecules per supercell does not affect the conclusions. (See also 

the low-coverage simulations presented in the Supporting Information).  

To understand why the use of hybrid functionals is imperative for the description of ICT, one 

needs to consider how the energy of a molecule evolves with (fractional) charging.  For the 

ideal, exact functional, the total energy of a system is piecewise linear between integer 

electron numbers (see black lines in Figure 3a).5,8,27,52–55 Since all available exchange-

correlation functionals are approximations, errors arise, which cause deviations from this 

straight-line behavior. The so-called deviation from straight-line error DSLE11 (often referred 

to as many-electron self-interaction error26,27) leads to a systematic over- or underestimation 
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of the total energy for fractional electron numbers (depending on the functional), even if it 

does not necessarily affect the energy at integer electron numbers.8,26,27,56–58 

In semi-local functionals such as PBE, the DSLE consistently leads to an underestimation of 

the energy for fractionally charged moieties,8,11,27,56 and, therefore, to a concave shape in the 

dependence of the total energy on the particle number (see blue line in Figure 3a).  

To understand how this error affects the charge transfer mechanism, one needs to consider 

the energetics of molecular orbitals. In Kohn-Sham DFT, the energy of an orbital is given by 

the derivative of the total energy with respect to the filling of the orbital.59 

𝜀 =
𝑑𝐸

𝑑𝑁
 

(2) 

This means that for a DSLE-afflicted functional, the orbital energy will generally depend on its 

occupation. For the case of a semi-local functional with a concave curvature of the total 

energy with respect to the occupation (blue line in Figure 3a), the orbital energy will, 

therefore, increase (i.e., typically become less negative) as it gets filled (see Figure 3b). 

Hartree-Fock exhibits the contrary behavior. The total energy of a system with fractional 

electron numbers is systematically overestimated,35 which is again due to the DSLE. In this 

context it is worth pointing out that, while Hartree-Fock is free from single-electron self-

interaction, the many-electron self-interaction error is still present.27 The total energy is 

curved in a convex form (see red line in Figure 3a) and, therefore, the orbital energy decreases 

(i.e., typically becomes more negative) with increasing occupation (see Figure 3b). 
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Figure 3: Schematic presentation of over-delocalization and over-localization due to the DSLE. (a) 

Evolution of the total energy of a system depending on the (fractional) number of electrons it 

contains. N0 corresponds to the charge-neutral situation. The black line shows the ideal, DSLE free 

situation where the dependence of the energy on the number of electrons is piecewise linear 

between integer electron numbers. The blue curve depicts the situation of α=0, where over-

delocalization of charge appears and the energy at fractional electron numbers is underestimated. 

The red curve depicts the opposite situation of α=1, where the energy for fractional electron 

numbers is overestimated and strong over-localization of charge occurs. The lowest energy 

configuration for the two molecule system shown in (b) is marked with red (α=1, ICT) and blue (α=0, 

FCT) circles.  (b) One electron is added to the frontier orbitals of a system containing two molecules. 

Over-localization shifts the orbitals apart and leads to one full and one empty orbital upon charging, 

which results in the ICT case (red). Over-delocalization, on the other hand, results in two half filled 

orbitals and therefore an FCT situation (blue).  
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Knowing this dependence we can argue what will happen in a charge transfer system with 

two molecules. Even when the molecules are notionally identical, their LUMOs will not be 

perfectly aligned, e.g., as a result of dynamic disorder. As soon as a minute amount of charge 

is transferred to one of the molecules, its lowest-lying unoccupied orbital will become partly 

occupied. In case of a semi-local functional (α=0) this results in an upwards shift of the orbital 

energy until it comes into resonance with the lowest-lying empty orbital of the other 

molecule. This charge-transfer-induced destabilization of the respective orbital inevitably 

results in an even distribution of charge between both molecules. This resembles the FCT 

situation (see Figure 3b). Note, however, that the FCT charge distribution does not originate 

from the physical situation, as no hybridization (either between the molecules or to a 

substrate) occurs. Rather, it is purely a numerical artifact, which arises from the dependence 

of the orbital energy on its occupation.  

 For this case, the energetically ideal configuration for the transfer of one electron is marked 

by the blue circles in Figure 3a. As a consequence, strongly hybridizing systems, which are 

expected to exhibit FCT are qualitatively correctly described in the framework of semi-local 

functionals. The tendency to over-delocalize charges,26,27,29 however, prevents a successful 

simulation of  ICT systems.20 

Conversely, for Hartree-Fock (or hybrid functionals comprising a large amount of Hartree-

Fock exchange) adding charge to an unoccupied orbital of an adsorbed molecule will result in 

a downshift of the orbital in energy.  The orbital is, therefore, stabilized compared to the 

corresponding orbitals of neighboring molecules (see Figure 3b). Thus, the orbital of one 

molecule must become fully charged before charge can be added to orbitals of another 

molecule. Consequently, for the model case of one electron being transferred per two 

molecules, the total energy is minimized by fully charging one molecule while leaving the 
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other one neutral. This is depicted by the red circles in Figure 3a. Therefore, in Hartree-Fock 

and for large α, the DSLE tends to over-localize charges favoring the ICT scenario.  

Due to the contrasting behavior of the aforementioned methods, it is possible to construct 

hybrid functionals that aim at compensating the DSLE.  This can be done by complementing 

semi-local with Hartree-Fock exchange (see Equation 1),35 where the residual DSLE depends 

on the applied mixing ratio expressed by the parameter α. We note that also other methods 

exist to compensate for the DLSE, including (empirical) self-interaction correction schemes or 

range-separated hybrid functionals with either a general parameterization, such as the 

popular CAM-B3LYP60,61 or the HSE62,63 functional, or optimally tuned functionals with a 

system-specific parameterization.58,64–69 However, even if some these approaches might be 

computationally cheaper, they contain more parameters than a simple, global hybrid 

functional, which makes them harder to interpret physically. Therefore, they are not in the 

scope of the present work. 

The above discussed cases emphasize the relevance of the parameter α, which determines 

how the energies of the frontier orbitals depend on (partial) occupation.70 Irrespective of the 

actual physical properties of an interface, low values of α (or no Hartree-Fock exchange mixed 

in at all) will promote an FCT situation, while sufficiently high amounts of α will favor an ICT 

situation in the simulations. Under certain circumstances, the value of α can, therefore, be 

the deciding factor whether an FCT or an ICT situation is found in a DFT calculation.  

As the DSLE-free situation marks the transition point between over-localization and over-

delocalization, it is worthwhile identifying the corresponding value of α (denoted here as 

α*).11,71 Thus, in the following we will identify this transition point for different interfaces and 

will also discuss how its value is influenced by the physical situation. Moreover, we will 
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describe which information can be gained by varying α and under which circumstances the 

choice of α has little or no qualitative impact on the obtained results.  

4. Results and Discussion 

4.1.  Impact of α on the Electronic Structure of TFBQ in the Gas Phase 

The first system for which we determine α* is the TFBQ molecule in the gas phase. Here, we discuss 

two possible approaches, namely enforcing the straight-line condition and comparing the LUMO 

energies to the electron affinity of the molecule. 

 

Straight-line condition. To assess the straight-line condition, we calculate the LUMO energies 

of the molecule in gas phase as a function of α We consider the neutral molecule as well as 

the molecule charged by half an electron and by one electron. In the latter case the 

considered orbital corresponds to the SOMO of the TFBQ anion. The corresponding values 

are shown in Figure 4a, where we interpolate linearly between the data points, which is 

consistent with the results for gas phase molecules in previous works.11,70 It follows from 

Equation 2 that the straight-line condition is met when energy of an orbital becomes 

independent of its occupation. For low values of α (0.00, 0.25 and 0.50) we find an increase 

of the orbital energy with filling, while for higher values of α (0.75, 1.00) the orbital energy 

decreases. The slope dε/dN is determined from a linear fit and is plotted as a function of α in 

Figure 4b. By interpolation, we deduce the value of α*=0.62 to fulfill the straight-line 

condition. This value might appear somewhat high compared to the amount of Hartree-Fock 

exchange employed in many commonly used functionals. In this context, it is useful to 

remember that there is a relationship between the fraction of Hartree-Fock exchange and the 

Hubbard U term for the on-site charging energy (see Introduction).31–33 Physically, this 
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parameter describes that it is more difficult to ionize a molecule a second time (even if the 

second charge is put into the same orbital), due to Coulomb repulsion between the two 

charges. This repulsion is larger for more confined orbitals, i.e. small molecules typically 

require large values of U (and, thus, α). The value of α*=0.62 is also very well in line with the 

values of α* around 0.7 obtained for other small molecules like TCNE20, TCNQ11 and 

benzene.71   
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Figure 4: (a) Dependence of the LUMO energy ε on its occupation in the gas phase TFBQ molecule 

as a function of the amount of Hartree-Fock exchange α. Three charging levels (N=0, N=0.5 and N=1) 

have been considered and the value α* is marked by the grey, dashed line. (b) Dependence of dε/dN 

(the change of the LUMO energy with charging) as a function of α. By applying a linear fit, a value 

α*=0.62 for dε/dN=0 (i.e., the straight-line condition) is obtained (R2=0.9994). 

 

Comparison of electron affinity and LUMO energy. An alternative approach for obtaining a 

DSLE-free functional is to tune α such that the (negative) energy of the highest occupied 

molecular orbital (HOMO) corresponds to the ionization potential of the system.11,72,73 As the 
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vertical ionization potential of the negatively charged molecular anion is equal to the vertical 

electron affinity (EA) of the neutral molecule, either of the quantities can be considered. 

Likewise, in the DSLE-free case, the energy of the SOMO of the anion equals the energy of the 

LUMOi of the neutral molecule.11 Consequently, a viable tuning procedure would also be to 

match the electron affinity of the neutral molecule with its LUMO energy. As this line of 

arguments is independent of the underlying molecular geometries, it can also be applied to 

adiabatic quantities (i.e., relaxing geometries of the charged states, as will be done in the 

following). Such tuning procedures have been applied frequently and have yielded an 

improved prediction of several electronic properties.68,71,73,77 

To obtain the electron affinity, we calculate the energy differences between the neutral 

molecule and the singly negatively charged system.  

𝐸𝐴 = 𝐸𝑛𝑒𝑢𝑡𝑟𝑎𝑙 −  𝐸𝑎𝑛𝑖𝑜𝑛 =  −𝜀𝐿𝑈𝑀𝑂 (3) 

This procedure is denoted as the ΔSCF approach.70,78–80 For all applied hybrid functionals 

considered here, EA is found to vary by less than 0.1 eV, which is in line with previous findings 

that the ΔSCF electron affinity does not strongly depend on the functional.70 The average 

electron affinity amounts to 2.84 eV. The TFBQ LUMO energies as a function of α are shown 

in Figure 5. From this plot it can be concluded that for matching the LUMO energy with the 

average electron affinity (dashed line), a value of α*=0.63 is required. This is consistent with 

the value α*=0.62 found above enforcing the straight-line condition.  

 

 
iIn the exact functional, the LUMO changes its energy upon infinitesimal filling due to the so-called derivative 
discontinuity.53,74–76 Since the semi-local and hybrid functionals do not exhibit this behavior, we neglect this 
detail here.  

 



25 
 

 

Figure 5: LUMO energies of the TFBQ molecule calculated with different values of α. The dashed 

lines mark the negative electron affinities EA and the corresponding values of α* calculated for the 

gas phase (linear fit of LUMO energies: R2=0.9990) 

 

4.2.  Impact of α on the Electronic Structure of the TFBQ/Cu2O Interface 

Knowing α* for the TFBQ molecule in the gas phase, the question arises how this value 

compares to α* for an interface with a monolayer of TFBQ molecules adsorbed on a surface. 

We first consider adsorption on Cu2O, where we expect only little hybridization and, 

therefore, anticipate an ICT situation. Here, the modified α* is estimated based on the 

straight-line condition for the lowest unoccupied molecular state at the interface (which, for 

the sake of consistency, we continue to call LUMO in the following). This is analogous to the 

first strategy employed for the gas phase molecule. As a complementary approach, we 

compare the energies for the ICT and FCT scenarios for different values of α and from that 

determine α*.  

Prior to that, it is useful to discuss how α* should change due to the substrate. For the 

following semi-quantitative argument, we neglect the impact of hybridization and different 

geometric relaxations at the interface compared to the gas phase, but rather focus on the 
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role played by the dielectric screening of the additional negative charge through the 

substrate. The screening causes an overall increase of the electron affinity. Conceptually, this 

should also be reflected in the positions of the unoccupied states derived from the LUMO of 

the neutral adsorbate. It has, however, been shown that neither semi-local nor hybrid 

functionals capture this effect.81–84 Therefore, in a situation with no hybridization and no 

geometric distortions upon adsorption, the LUMO energies of uncharged molecules are not 

affected by the presence of a surface. Consequently, a first approximate value for α* at the 

interface can be obtained by comparing the electron affinity of the interface with the LUMO 

energy of the gas phase molecule.  

Ideally, we would like to calculate the electron affinity on the surface via the SCF approach, 

i.e. as energy difference of the charged and the uncharged moiety. This is, however, not 

directly possible with periodic boundary conditions, since charging of the unit cell would lead 

to a diverging energy. In practice, this can be avoided by assuming a homogenous charged 

background in the unit cell. Especially for interfaces, such an approach does not solve the 

problem since then the charging energy would diverge with increasing the width of the 

vacuum gap. In principle, the GW method (which provides charged excitations) would be a 

viable alternative approach. However, the results of the typically conducted non-self-

consistent GW corrections depend on the starting point, i.e., the underlying DFT calculations 

and therefore the functional.85,86 Moreover, for the interfaces investigated in this work, GW 

is presently far too costly. It has, however, been discussed in the literature that screening in 

comparable interface systems increases the electron affinity by approximately 1 eV.81 By 

comparing this value to the LUMO energies derived in gas phase (see Figure 5) we conclude 

that surface screening will significantly lower the required value of α*. These considerations 
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show that the presence of a screening substrate can be expected to significantly reduce the 

amount of Hartree-Fock exchange necessary to realize a DSLE-free situation. Considering that 

the screening energy scales with the dielectric substrate, even more significant reductions of 

α* can be expected for molecules adsorbed on highly polarizable substrates. 

 

Straight-line condition. To obtain a quantitative estimate for α* it is necessary to calculate 

the actual interface, where not only screening effects, but also geometric rearrangements 

and a possible hybridization between TFBQ and Cu2O states influences in the LUMO energies. 

Then, a value of α* including all adsorption-induced contributions can be derived from 

enforcing the straight-line condition. In analogy to section 4.1., this corresponds to finding 

the value of α for which the LUMO (respectively, SOMO) energy becomes independent of the 

filling of the state. 

To be able to directly compare LUMO and SOMO energies, the ideal strategy is to calculate 

both a charged and a neutral molecule in one unit cell. To achieve that, we choose a supercell 

containing two TFBQ molecules on a 8x4 Cu2O(111) substrate as shown in Figure 1. Note that 

no calculations applying α=0 could be included here, for the reasons discussed in the 

Methodology section. 

When adding an electron to the unit cell to fill one of the LUMOs, the charge has to be 

compensated by a positive charge without breaking the translational symmetry within the 

unit cell. Thus, a positively charged plate is positioned below the Cu2O substrate (details see 

Supporting Information).87,88 This results in a situation which is physically equivalent to n-

doped Cu2O, where free charges are available in the conduction band and can be transferred 

to the molecules. The additional electron can be donated to either one or both of the 

electron-accepting TFBQ molecules. For all hybrid functionals applied here it is possible to 
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achieve a situation, where the electron is localized on one molecule while the second 

molecule remains charge neutral. The energies of the (essentially non-dispersing band 

derived from) the LUMO of the neutral molecule and of (the band derived from) the SOMO 

of the charged molecule are shown in Figure 6a. A value of α=1.00, as applied for the gas 

phase could not be considered for the surface, since in this case we were unable to converge 

the Cu2O substrate. In contrast to the gas phase situation, where only high values of α lead to 

a decrease in LUMO energy with charging, on the surface we find a decrease for all tested 

functionals. By extrapolating dε/dN as a function of α (Figure 6b), the value fulfilling the 

straight-line condition can be determined to α*=0.10. Consistent with the above 

considerations regarding screening effects, this value is significantly lower than in the gas 

phase. Consequently, on the surface a calculation with a= 0.10 or higher will favor an ICT 

situation, while for lower values the FCT scenarios if favored.  Therefore, the application of 

the gas phase value of α* (0.63) to the surface situation will create a significant risk of over-

localizing charges and strongly favor ICT.  
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Figure 6: Orbital energies of two TFBQ molecules adsorbed on the Cu2O(111) surface in an 8x4 

surface unit cell. (a) The presence of one charged and one neutral molecule in the cell allow the 

direct comparison of LUMO and SOMO energies for three different values of α. The energies are 

given relative to the upper vacuum level. (b) Change of LUMO energy for all considered values of α. 

By applying a linear fit the value of α*=0.10 for dε/dN=0 is derived (R2=0.9998). 

 

Notably, α*=0.10 is also significantly below the frequently applied value α=0.25 (as used e.g. 

in PBE03,30,35), suggesting that “standard” hybrid calculations would also be biased towards 

charge over-localization and, thus, towards ICT in the present case.  

As we intent to investigate the influence of the surface adsorption, we want to exclude that 
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the derived α* is influenced strongly affected by the presence of neighboring (screening) 

molecules. Therefore, we further reduced the molecular coverage to ¼ of the previous value. 

As described in the Supporting Informtion, this yields α*=0.08, showing that the considered 

coverage with one molecule per 126 Å2 is low enough to render the value of α* determined 

above insensitive to the presence of neighboring molecules.  

 

Charge transfer mechanism for different values of α. The unit cell containing two molecules 

conceptually allows the simulation of the ICT-induced coexistence of two differently charged 

molecules on the surface. This enables a direct investigation of the charge transfer 

mechanism.  

As a first step, we consider the DOS projected onto the molecules, which is calculated with 

different values of α and is shown in Figure 7. For α=0.00, the charge is evenly distributed 

between both molecules and neither symmetry breaking nor spin splitting appears. Thus, this 

situation can be described by the FCT model. Conversely, for α=0.50 and α=0.75 the projected 

DOS exhibits symmetry breaking between molecule 1 and molecule 2 and for the charged 

molecule the DOS becomes clearly spin-polarized. These calculations can be assigned to the 

ICT scenario. We note that early discussions of the ICT scenario invoked polaron levels in the 

gap (sometimes also denoted as ICT-levels) as relevant for the charge transfer. Our 

calculations clearly show that there is no in-gap state. Rather, as found also by other 

authors,51,89,90  the LUMO of the charged molecule splits into a SOMO and a SUMO state, 

where the SUMO is found at higher energies than the LUMO of the neutral molecule. For 

α=0.25, the situation is less clear. We obtained two solutions, where the projected DOSes 

shown in Figure 7 imply that one corresponds to an FCT and the other one to an ICT solution. 

Notably, these differing results are obtained by different initializations of the calculations: 
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While the default initialization (which in FHI-aims is a superposition of the spherical atomic 

charge densities)36 leads to the FCT scenario, any asymmetric magnetic initialization of 

molecules 1 and 2 converges to the ICT solution.  
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Figure 7: DOSs projected on molecules 1 (purple) and 2 (green) for all applied functionals. For α=0.25 

both FCT and ICT solution are shown.  Spin-up and spin-down DOSs are shown in positive and 

negative direction in arbitrary units. The energy axis is aligned to the Fermi energy (and in case of 

no DOS at the Fermi level, to the valence band maximum of the underlying Cu2O substrate).   

To further analyze these observations, we establish charge localization on the molecules as 

an observable to distinguish between the charge transfer mechanisms. This is done by 
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calculating the charges of individual molecules and defining a charge localization parameter, 

L, as: 

When the charge is evenly distributed between both molecules, the localization parameter 

becomes zero, which corresponds to an ideal FCT case. Charging of one molecule with the 

other one remaining neutral results in a localization of L=1 (or L=-1). This corresponds to an 

ideal ICT situation.  

However, determining the charges faces two challenges: First of all, it is important to keep in 

mind that atomic or molecular charges are not unambiguously defined observables, and 

different partitioning schemes usually lead to varying results. Additionally, although TFBQ 

interacts only weakly with the Cu2O substrate, there is a small, but non-zero hybridization 

between the substrate and deeper-lying σ orbitals. As a result of these two complications, an 

“uncharged” molecule (with no charge transfer into the LUMO) may become nominally 

positively charged. In the present case, the high-α ICT solutions exhibit such positive charging 

if the LUMO of the molecule remains empty. This leads to the non-intuitive situation of a 

nominal charge localization L>1. For the determination of the localization parameter, here we 

use Mulliken charges91 on the molecules. In order to exclude positive charging due to 

hybridization and/or Mulliken artifacts, we set the positively charged molecule to Q=0. In the 

Supporting Information, we report the results for three alternative strategies: Considering 

only the LUMO occupation of the two molecules, considering the full Mulliken charges, or 

partitioning via Hirshfeld92 charges. We emphasize that for all these choices, the conclusions 

drawn hereafter prevail. 

𝐿 =
𝑄𝑚𝑜𝑙1 − 𝑄𝑚𝑜𝑙2

𝑄𝑚𝑜𝑙1+𝑄𝑚𝑜𝑙2
 

(4). 
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Figure 8 shows the absolute value of L for TFBQ on Cu2O for different values of α. For α=0.00, 

L=0 consistent with the FCT situation discussed above. For α=0.50 and α=0.75 a value of L=1 

is obtained with one molecule being charged and the other one remaining neutral. For 

α=0.25, the FCT solution exhibits L=0, while for the second solution L=0.8 is obtained. The 

meaning of L being neither 1 nor 0 as well as the reason for the coexistence of FCT and ICT 

solutions for α=0.25 will become clear from the following discussion of the relative energetics 

of the FCT and ICT scenarios.  

 

 

Figure 8: The absolute value of localization of charge for two TFBQ molecules on Cu2O for different 

amounts of α. For α=0.25, both obtained solutions are shown. 

 

Relative energies of FCT and ICT solutions. When we reconsider the energy progression in 

Figure 3a, we see that the relative energies of the FCT and ICT solutions have to change upon 

varying α. For our system (two TFBQ molecules on Cu2O + one extra electron per unit cell), 

this leads to relative energies as schematically shown in Figure 9.  

There are two degenerate ICT solutions corresponding to the additional charge localized 

either on the first (L=+1) or on the second molecule in the unit cell (L=-1). They are denoted 

as ICT 1 and ICT 2 in Figure 9. 
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The ideal FCT solution with both molecules equivalently charged marks the transition point 

between the ICT solutions and must be at a symmetric position relative to both. For the high-

α case (red curve in Figure 9), the FCT solution is energetically unfavorable compared to the 

ICT solutions. However, due to the symmetry of the energy evolution with respect to changing 

the sign of L, it must be a stationary point on the electronic potential energy surface. Thus, 

conceptually, it has to be accessible as a stable solution in DFT simulations. In the low-α case, 

the FCT scenario is the energetic minimum and the ICT solutions do not represent stable, 

stationary points. It is, therefore, usually not possible to enforce an ICT solution for α<α*. This 

is in line with our results where we are not able to converge an ICT solution for α=0.00 even 

with asymmetric spin initialization.  

For α=0.25, which is slightly above α*, FCT and ICT solutions can be obtained depending on 

the initialization. Typically, when the symmetry between the molecules is initially broken, the 

system will converge toward the ICT solution for α>α*, as it is implied by the energy 

progression in Figure 9. Otherwise, the FCT solution will be obtained. Consistent with the 

above arguments we find that for α=0.25 the ICT result is about 0.2 eV per molecule lower in 

energy. 

With increasing values of α, convergence of the FCT solution becomes harder and harder, as 

the energy difference between FCT and ICT solution becomes larger. Minimal distortions from 

the perfect symmetry of molecules 1 and 2 already drive the calculations toward the much 

more stable ICT case. This explains why we have not been able to obtain an FCT solution for 

α=0.50 and α=0.75. 
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Figure 9: Schematic representation of the relative energies of different solutions, denoted by the 

associated charge-localization parameter L in the two molecule system. The two ICT solutions, 

representing charging of the first molecule while the second one remains uncharged and vice versa, 

are degenerated in energy. For high values of α, the FCT solution is higher in energy than the ICT 

solutions (red), while for low values of α, it is lower (blue). At the transition value α*, which marks 

the DSLE-free situation, FCT and ICT solutions are at the same energy. Note that the dashed lines 

depicting the evolution of the energy with L are idealized. For example, the FCT solution at high 

values of α is not necessarily a maximum, but might also correspond to a local minimum. 

Figure 9 also gives insight into the situation where an amount of Hartree-Fock exchange 

corresponding to α* is used, i.e., in the case of a DSLE-free calculation. Then, the energies of 

FCT and ICT solutions must be degenerate. Therefore, also every linear combination of these 

solutions is a valid solution with the same energy. This leads to two problems: First, charge 

can be shifted within the monolayer at no energetic cost, making the SCF notoriously difficult 

to converge (i.e., while the energy will be converged immediately, the change of the density 

will not). Secondly, even when convergence can be achieved, the charge-distribution is 

basically arbitrary, and cannot be assigned to either FCT or ICT. This is in line with the above 

results for α=0.25, which is comparably close to the straight-line value α*. We find an ICT 
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solution where the localization amounts to only 0.8 instead of 1. As the FCT and ICT solutions 

are already quite close in energy at this point, we find a solution which is not the ideal ICT 

scenario, but slightly deviates from it.  

 

Estimation of α* by comparing energies of the FCT and ICT solutions. The fact that at α* the 

FCT and ICT solutions are degenerate provides an additional strategy for estimating the 

amount of Hartree-Fock exchange required for a DSLE-free functional. As discussed above, it 

should be conceptually possible to simulate FCT scenarios for all values α>α*. As minimal 

symmetry distortions prevent the DFT calculations from readily converging into the FCT 

solution at high values of α, in such cases symmetry must be enforced. This can be achieved 

by performing the simulations in a non-spin-polarized manner.  

The resulting energy differences between FCT and ICT solutions for different values of α are 

shown in Figure 10. From these we can estimate a value of α*=0.03, where both solutions 

exhibit equivalent energies. This is satisfactorily in line with our previous results of α*=0.10 

as obtained from enforcing the straight-line condition and again well below the commonly 

applied α =0.25. 
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Figure 10: Energy difference between the ICT and FCT solutions as a function of α. The transition 

point where both solutions exhibit the same energy which deduced from the linear fit depicted in 

red lies at α*=0.03 (R2=0.9986) 

4.3. Impact of α on the Electronic Structure of the TFBQ/Cu Interface 

Before discussing how α should be chosen for a given system, we look at a physically different 

situation, namely the adsorption of TFBQ on Cu(111). Above we found that for the TFBQ/Cu2O 

interface, the ICT scenario can always be simulated by applying a sufficiently high value of α. 

This raises the question, whether this effect is system-independent and whether an ICT 

solution can be found for every system as long as α is high enough. Considering that α* ought 

to be reduced by screening effects (vide supra), on metallic surfaces a value of α* even smaller 

than on Cu2O should be expected due to the particularly strong screening. Conversely, in a 

situation in which organic molecules are in direct contact with a metal surface, one would 

expect an FCT situation due to hybridization effects of the molecules with the substrate. Thus, 

from the above discussion it is a priori not clear how α affects the calculated charge transfer 

mechanism on a bare metal substrate.  

Therefore, we simulate the adsorption of TFBQ on Cu(111). To be able to identify ICT 

behavior, again a unit cell containing at least two TFBQ molecules is required and an 8x4 

surface cell in analogy to the one considered for Cu2O is applied. The resulting molecule-
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projected DOSs for different values of α are shown in Figure 11 and the Mulliken charges per 

molecule are shown in Table 2.  

 

Figure 11: DOSs projected on molecules 1 (purple) and 2 (green) for all applied functionals. Spin-up 

and spin-down DOSs are shown in positive and negative direction in arbitrary units. The energy axis 

is aligned to the Fermi energy. 
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Table 2: Mulliken Charges in Electrons per Molecule for Two TFBQ Molecules on the Cu(111) Surface 

for Different Values of α. 

 α=0.00 α=0.25 α=0.5 α=0.75 

Mulliken charge 
molecule 1 [electrons] 

0.61 0.88 1.01 1.12 

Mulliken charge 
molecule 2 [electrons] 

0.61 0.88 1.01 1.12 

 

The PBE simulation shows typical FCT behavior, with both molecules exhibiting equivalent 

partial charging of the LUMO and, therefore, non-zero DOS at the Fermi level. In addition, 

both molecules get equally charged with 0.61 electrons. All calculations employing α>0 

exhibit fully charged LUMOs for both molecules, which lie clearly below the Fermi level and 

the molecule-projected DOS at the Fermi level drops to zero. With higher amounts of α, the 

LUMOs shift to lower energies and are completely filled (in the spin-up and spin-down 

channels). This suggests that two electrons per molecule have been transferred. The overall 

transferred charge, however, amounts to approximately one electron per molecule. This can 

be explained by back-donation from nominally deeper-lying orbitals that hybridize 

particularly strongly with the substrate.13,93  

The net transfer of one electron per molecule and the vanishing projected DOS at the Fermi 

edge point towards an ICT scenario. This is, however, ruled out by the identical structures and 

charges of the two molecules and by the identical occupations of the spin channels. 

Furthermore, the amount of charge on each molecule continuously increases with increasing 

α, which would also not be the case in an ICT scenario. 

The fundamental difference between the previously discussed adsorption on Cu2O and that 

on Cu lies in the hybridization between molecular and substrate states. On Cu2O, molecule 
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and substrate are electronically largely decoupled, which leads to an ICT scenario even at low 

values of α. Conversely, on Cu hybridization between molecule and substrate states appears 

even at high values of α in spite of the tendency to over-localize charges. Such a strong metal-

molecule coupling is in line with the reduced adsorption height the molecule exhibits on Cu 

in comparison to Cu2O. (The maximum height difference is found for α=0.75, where charged 

TFBQ adsorbs 0.27 Å lower on Cu than on Cu2O relative the topmost Cu layer.) 

We, therefore, conclude that the strong hybridization appearing between TFBQ and the 

metallic surface outweighs the effect of stronger screening and causes FCT to appear. 

Notably, this effect can be described adequately in DFT, with semi-local as well as with hybrid 

functionals. 

5. Summary and Conclusions: Suggested Choice of α 

In this contribution we focus on the interplay between the charge transfer mode across 

inorganic/organic interfaces and the choice of the DFT functional (i.e. the amount of Hartree-

Fock exchange α) used to model it. This is discussed for the example of a monolayer of TFBQ 

molecules adsorbed on semiconducting Cu2O and metallic Cu substrates. We show that 

hybrid functionals exhibit a transition point α* between spurious over-localization and over-

delocalization of charges favoring either fractional charge transfer (FCT, i.e., all molecules 

being equally charged) or integer charge transfer (ICT, i.e., the coexistence of charged and 

uncharged molecules on the surfaces). 

We describe how α* can be determined in various ways for both the molecule and the 

interface and show that it is massively reduced by a screening substrate. Our results indicate 

that the weaker the screening (i.e., the lower the dielectric constant), the higher are the 
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expected values of the transition point α*. As far as the actually calculated charge transfer 

mechanism is concerned, the choice of α relative to α* fundamentally changes the situation 

on the semiconducting substrate. This is in contrast to the adsorption on Cu(111), where the 

functional does not qualitatively change the charge transfer mechanism. Still, even there it 

changes the amount of transferred charge and, therefore, influences associated properties, 

such as the geometry and the adsorption-induced work function change.  

This leaves the question, how to ideally choose α in the case of weak hybridization. For the 

example of TFBQ on Cu2O(111) discussed here, the comparably low value of α*≈0.1 that we 

found implies that most commonly applied hybrid functionals will result in an ICT scenario. 

This outcome is, however, not necessarily predictive.  

It is possible to obtain both the FCT and the ICT solution for values α>α*, which is due to the 

symmetry of the wave function. However, in that case the ICT solution is always energetically 

favorable and, therefore, the relative energies of the solutions are not authoritative.  

Then, one might be tempted to conclude that the DLSE-free situation α=α* would be the ideal 

choice for reliably predicting the charge transfer properties of a given interface. This is, 

however, not the case. At α*, by definition, the LUMO energies of the molecules in the layer 

are independent of their occupation. Thus, shifting charge from one molecule to another does 

not cost energy (geometry relaxations notwithstanding). As a result, every possible 

localization of transferred charge in the layer results in the same total energy. 

Consequentially, the charge distribution found by the iterative SCF procedure at α* is 

determined by numerics and basically arbitrary. It follows from the above that at α* ICT and 

FCT must have the same energy. In hindsight, this is not surprising. There is, in principle, a 

multitude of ICT solutions, i.e. the “charged overlayer” can hop from one site to another. 
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The ensemble average (either time averaged or spatially averaged) of these ICT solutions is 

equivalent to an FCT charge distribution. This is formally equivalent to the original derivation 

of the DLSE principle by Perdew et al.,53 which rationalized fractional electron numbers by 

statistical mixtures.   

Thus, we arrive at the (somewhat disappointing) conclusion that there is no semi-local or 

hybrid functional that is universally predictive for the charge transfer mechanism at weakly 

interacting interfaces. Also, there appears to be no universally valid recipe that allows 

constructing such a functional for a specific material combination.  

This means that in order to be able to draw insight from computation, some input from 

experiment is required to determine the prevalent charge transfer mechanism. The best 

practice we suggest is to calculate both FCT and ICT for the given interface, e.g., by applying 

a functional with α<α* and another with α>α*, or by enforcing FCT via spin restriction for 

α>α*. By doing so, relevant observables for both scenarios can be calculated. Subsequently, 

these can be compared to experimentally obtained results. Note that for this comparison 

timescales may play an important role; i.e. the observables from experiment must be 

obtained on timescales faster than the supposed charge-hopping times. This is the case, e.g., 

for photoemission experiments or vibrational spectroscopy.  

After the charge transfer mechanism is determined, the corresponding electronic structure 

can be analyzed to gain valuable insight, e.g., into the origin and strength of bonding, charge 

transfer, and hybridization. 
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