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Abstract. We propose an approach for few-shot ob-
ject detection, consisting of a CNN-based generic ob-
ject detector and feature extractor, and an online ran-
dom forest as a classifier. This enables incremental
training of the classifier, which reaches similar per-
formance with around 20 samples as when using 50+
training samples in batch learning.

1. Introduction

In many practical applications for object detec-
tion, it is relevant to detect new classes or subclasses
of common objects, for which only very limited
training data are available. While a large amount
of literature on few-shot classification has been pub-
lished in recent years, the problem of few-shot de-
tection is more challenging, as it also involves iden-
tifying candidate regions for the yet unknown object
classes. The problem of few-shot detection can be
discriminated into the two following cases.

Refinement of existing classes. The new class to
be trained is a specific subclass of a class already sup-
ported by an object detection algorithm, e.g., classi-
fying “truck”, when the classifier already has a class
“vehicle”. For this approach, an existing detector and
classifier for the broader class (e.g. Yolo [6], Faster
R-CNN [7]) can be used, and an additional classifier
to be trained/adapted for the new classes is needed.

New classes. Candidate regions for such classes
will not be found by the pretrained classifier, thus an-
other detection approach is needed. One approach to
find candidate regions is to use a detector trained on
“objectness”, i.e. the likelihood that a regions con-
tains a coherent object. On the identified candidate
regions feature extraction and classification can be
performed, similar to the first case.

We aim to enable training new object classes with
only few (i.e., 5-10) labeled examples, which may
also not be available all at once, but being added
gradually, improve the detector over time. The con-
tribution of this paper is thus using a CNN-based ob-
ject detection framework for generic object detection
and feature extraction, and train an online classifier
on these features. After discussing related work in
Section 2, Section 3 presents the proposed approach
and results, and Section 4 concludes the paper.

2. Related work

[1] does not actually perform detection, but uses
bounding box regression as proposed in SSD to
improve the localisation of the region of interest.
Then binary object-or-not classification as proposed
in Faster R-CNN is used, and uses a modified Faster
R-CNN classifier to facilitate transfer learning. The
work proposes regularisation based on the probabil-
ity distribution of the known classes for the new tar-
get class. [2] propose a method for few-shot classifi-
cation and detection, bootstrapped from few labeled
instances. The method is based on components from
Faster RCNN, using Selective Search or Edge Boxes
for region proposals, and iteratively adds bounding
box proposals and updates classifiers. [5] propose
a pipeline using faster R-CNN up to ROI pooling,
and two FC layers as feature extractors. Classifica-
tion is then performed using a kernel method. [4]
uses FPN to create an object detection pipeline us-
ing metric learning. Classification is done different
for pretrained classes (using Inception v3 [10] up
to FC2), while few-shot learning is done with FPN
(in the DCN variant) instead. [9] propose to train a
generic object detector on ImageNet, sampling pos-
itive and negative candidate regions. This approach
is suitable for generic object detection, beyond the
originally trained classes. An approach based on
meta-features and learning reweighting of those fea-
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tures is proposed in [3]. A recent work applies fine-
tuning only region proposal and classification layers
on a data set consisting of many base class and few
new class samples while fixing the feature extraction
part of the network can outperform meta-learning ap-
proaches [11].

3. Proposed Approach

We based our approach on [9], which we use as
generic object detector and feature extractor. For
the classification we follow the pipeline proposed in
[12], which uses online random forests proposed in
[8] as a classifier. The random forest can be incre-
mentally trained, and is able to provide good results
with few training samples. We use the model pre-
trained on ImageNet from [9], and evaluate it on the
12 classes dataset provided with the authors’ imple-
mentation1. Each of the classes has between 55 and
108 training samples. We compare to a linear clas-
sifier trained on the entire set of samples, and train
our online random forest based classifier with all or
a fixed subset of samples per class.

With the full set of examples, the online random
forest based classifier performs similarly but slightly
worse than the linear classifier, with an F1 score of
about 0.80. Down to about 20 samples per class, the
performance stays nearly constant. With 10 samples
the performance drops to around 0.70, with 5 sam-
ples to about 0.67. Only then the performance starts
to degrade more quickly, arriving at only about 1.5
times better than random when using a single sam-
ple. The results are visualised in Figure 1. It is ap-
parent, that the reduction of the F1-score is mainly
due to reduced recall. In nearly all cases the loss in
terms of recall is caused by misclassifying the object,
while only in few cases the target object is missed in
the detection stage.

4. Conclusion

Based on a recently proposed framework, which
we use for generic object detection and feature ex-
traction, we have developed an approach for few-
shot object detection using an online random forest
as a classifier, which makes it incrementally train-
able. With about 20 samples there performance in
terms of F1 score is similar to a linear classifier on
the full set, and drops by about 0.13 when using only

1https://github.com/mahyarnajibi/SNIPER/
tree/cvpr3k

Figure 1. Detection results (F1 score, precision, recall) of
the proposed approach on the 12 classes data set from [9],
when trained on different numbers of samples per class.
The confidence threshold is 0.15 for the online random
forest classifier.

5 samples, which makes this a practically usable ap-
proach in use cases with few training samples.
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