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Abstract
Segmenting the signal of a 3D-sensor represents a core problem in computer vision. Describing
segments at the object level is a common requirement for higher-level tasks like action recognition.
Non-parametric techniques can provide segmentation without prior model information. However,
they are also prone to over- and under-segmentation, especially in case of high occluded scenes.
In this paper we propose an approach to segmenting a 3D scene based on a set of known object
models. Six-degree-of-freedom (6DOF) model poses result from recognition and pose estimation by
exploiting distinct object shapes acquired from a non-parametric segmentation stream. The aligned
object models are used in order to resolve over- and under-segmentation by following a bottom-
up strategy. Segmentation refinement results from contracting and subdividing input segments in
accordance to aligned object models. The proposed algorithm is compared to a trivial model-based
segmentation approach that neglects the segmentation stream. Both approaches are evaluated on a
set of 24 scenes which are divided into four different complexity categories. The complexity of the
scenes ranges from simple to advanced, objects are placed in sparse configurations as well as highly
occluded compositions.

1. Introduction

Describing point cloud segments at the object level is of significant importance in the area of computer
vision. Having a mechanism that allows to discriminate between individual objects in a captured scene
can be useful for higher-level tasks like action recognition, planning and execution [2, 18]. Depth
information can provide valuable cues for tasks like segmentation, recognition, pose estimation and
tracking [1, 3, 6, 16]. A major challenge is to apply recognition and pose estimation in occluded
environments, where scenes are captured by low-resolution RGBD-sensors. This work concentrates
on recognition, pose estimation and segmentation of known objects which are part of an assembling
task. The objects are placed in table-top scenes that are captured by a Kinect sensor.

The main contribution of this paper can be summarized as follows. Starting from a given model-free1

segmentation input stream, we propose to execute segment-based object recognition and pose esti-
mation by following a bottom-up strategy. We present a combined recognition, pose estimation and
segmentation workflow that exploits geometrical cues delivered by the segments that are computed

1In the context of this paper the term model-free means that the underlying process does not rely on object models that
have to be specified by a supervisor.
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by a model-free segmentation process. The complexity of the recognition task is reduced stepwise
by handling large segments before small segments. The input segmentation is refined iteratively by
exploiting collected 6DOF model pose information. Recognition and pose estimation rely on object
models that are specified by 3D meshes as shown in figure 1. Object recognition is bound to certain
time constraints, therefore the proposed algorithm does not execute in real-time. The utilized segmen-
tation stream uses color information as its main cue. In contrast to object recognition, which has been
restricted to geometrical information. Omitting color information in the latter case has been motivated
by the surface characteristics of the evaluated object dataset. The proposed algorithm does not nec-
essarily rely on color cues. In general, it can be applied with any adequate point cloud segmentation
input.

faceplate separator pendulum shaft bolt angular bolt sensor pendulum head

Figure 1: The set of object models that are used for recognition and pose estimation.

2. Related Work

Exploiting low-level processing outcomes in higher-level tasks is a fundamental paradigm in com-
puter vision [4, 8, 19]. At present, there exist many segmentation methods that apply to RGBD data
[1, 7, 13, 9]. Global surface descriptors are commonly applied to pre-segmented scenes [4]. In this
paper we concentrate on local descriptors [5]. The latter type is more suitable for our dataset, since it
is more robust against clutter and occlusion. Model information is frequently used for object tracking
in videos. The method proposed in [14] uses model information to track 6DOF poses. A RGBD-
based segmentation and tracking approach that uses adaptive surface models is proposed in [10]. Our
approach concentrates on a combination of object recognition, pose estimation and segmentation in
RGBD-images.

3. Background

The following sections provide information about the methods that have been utilized in this paper.
Recognition and pose estimation is addressed in the subsequent section 3.1.. Section 3.2. introduces
a method that delivers model-free segmentation. The model-based point cloud segmentation that is
described in section 3.3. acts as a baseline for the bottom-up segmentation approach proposed in
section 4.2..

3.1. Point-based Object Recognition and Pose Estimation

At present, there exists a large variety of different object recognition and pose estimation approaches.
An appropriate method should be robust against noise which is introduced by the sensor and it should
provide reliable results even in the case of occluded scenes. Scenes are captured by a depth-sensor
and object models are represented as point clouds that are sampled from 3D meshes. The method used
in this paper estimates 6DOF poses by applying a point-based recognition pipeline [3]. The pipeline
is publicly available as part of the Point Cloud Library (PCL) [16]. Figure 2 shows the single steps
that are executed in order to recognize the objects in the scene. The first stage extracts keypoints from
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model and scene point clouds. In general, keypoints are defined by detecting characteristic surface
points. A simple and efficient alternative is to sample keypoints uniformly from the surface. The
local geometry of each keypoint is described by the Signature of Histograms of Orientation (SHOT)
descriptor [17], which delivers favorable results for the evaluated dataset. PCL provides a variety of
different descriptor implementations. A comprehensive comparison can be found in [5]. Correspon-
dences are generated by matching scene descriptors against a database of offline computed model
descriptors. The next step clusters geometrically consistent correspondences into groups. Starting
from a seed correspondence ci = {pmi , psi} (pmi and psi denote corresponding key points of model and
scene), geometrical consistency follows from the following relation

|||pmi − pmj ||2 − ||psi − psj||2| < ε (1)

where ε defines a distance threshold between the keypoints. A minimum of three correspondences
is required to estimate a 6DOF pose. The absolute orientation step eliminates correspondences that
are not consistent with a unique 6DOF pose. The utilized recognition pipeline provides an optional
iterative closest point (ICP) refinement step, which can be applied on the recognized hypotheses. The
number of ICP iterations has been set to a low value. Running more than 5 ICP iterations on the given
dataset does not result in significant recognition improvements. The final hypothesis verification step
determines a set of non-conflicting model hypothesis that are in accordance with the scene point cloud.
Hypothesis that result from unexpected objects within the scene have to withstand the following
quality measurement. An acceptance function evaluates the number of supported model points that
are close to scene points, as well as the number of unsupported model points (visible model points
that have no counterpart in the scene). A detailed description of the hypothesis verification algorithm
that has been utilized in this paper is given in [12].

Figure 2: Recognition pipeline used in this paper.

3.2. Model-Free Point Cloud Segmentation

Segmentation results from summarizing interesting and distinguishable image properties. Higher-
level visual tasks like object recognition and pose estimation can benefit from such condensed image
representations. A method that segments the signal of a RGBD-sensor, without explicit object model
information has been presented in [1]. Homogeneous regions (segments) are generated by using color
information. In addition, the method exploits depth information in order to support the segmentation
and tracking process. Figure 3 shows two example scenes that have been segmented by this method.
The segmentation result depends on several factors like scene density, degree of occlusion, object
geometry, light conditions, etc.

Figure 3: Point cloud segmentation generated by a color-based model-free method.
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3.3. Model-based Point Cloud Segmentation

A trivial model-based point cloud segmentation results from evaluating the point vicinity of recog-
nized object models. Object models are aligned with the scene point cloud by applying point-based
methods, as described in section 3.1.. It is reasonable to assume that a model point that is close to
a scene point indicates a model-explained segment membership of this point. Spatial decomposition
techniques such as kd-trees provide an efficient structure to determine the k closest points of a query
point [15]. The set of scene points that are explained by an aligned object model results as follows.
Each point that has been sampled from the model point cloud defines k nearest neighbors (kNN) in the
scene point cloud. The nearest neighbor search is carried out in a kd-tree, which represents the scene
point cloud. Choosing the value for k results in a trade-off between segment density and sharpness of
the segment edges.

4. Segment-based Object Recognition and Pose Estimation

Rising the degree of occlusion in a scene inevitably complicates the segmentation process. Never-
theless, the set of regions that result from the model-free segmentation method described in section
3.2. can preserve a certain amount of object characteristics, even in the occluded case. This motivates
a segment-based recognition and pose estimation approach where the model-free segmentation acts
as main input. Single segments like the one shown in figure 3 are often not expressive enough to
apply recognition and pose estimation on them. Many of them show less variation in surface-normal
orientation. We propose to generate larger surface patches in order to increase the recognition output.
Surface patches are created by clustering a set of adjacent segments together. Figure 4 provides an
overview of how segment-based model poses are generated iteratively in order to refine model-free
segmentation in a bottom-up way. In the rest of this paper, the terms surface patch and segment are
interchangeable, since single segments can also act as simple surface patches.

Figure 4: Iterative application of segment-based object recognition and pose estimation.

4.1. Adaptive Correspondence Grouping

The correspondence-based recognition and pose estimation method that has been introduced in sec-
tion 3.1. searches for a set of non-conflicting hypotheses that describe the whole scene at once. In
contrast, we propose a segment-based bottom-up strategy. This approach is motivated by two consid-
erations. Firstly, restricting recognition and pose estimation to a surface patch, that preserves certain
object characteristics, could reduce the number of wrong hypotheses. Secondly, following a bottom-
up strategy that handles large surface patches early, reduces the complexity of the recognition task
for smaller segments. The latter consideration is gaining relevance if the scene is a composition of

90



large and small objects. The proposed approach utilizes the recognition pipeline shown in figure
2. Model hypothesis are computed from consistent correspondence groups, as described in section
3.1.. However, in this case the proposed algorithm adapts the number of correspondences that are re-
quired to form a consistent group. According to [3] the correspondence grouping threshold trade-offs
the number of correct recognition for the number of wrong recognitions. In general the size of the
group can range between three (the minimum required to compute a 6DOF pose) and the number of
correspondences that are found in total. A high threshold generates few hypotheses whereas a low
threshold leads to many hypotheses. An optimal threshold is influenced by many factors like sur-
face patch size, level of over- and under-segmentation, object similarity, object geometry and also the
noise-level of the 3D-sensor. We propose to adapt the correspondence grouping threshold in accor-
dance to the hypothesis verification process which is the last stage in the recognition pipeline shown
in figure 2. Starting from a large value the correspondence grouping threshold is reduced stepwise
until at least one hypothesis survives the verification process. If the threshold falls below the absolute
minimum of three, recognition fails. The acceptance function of the hypothesis verification process
also offers opportunities for a segment-based parameter tuning. The thresholds for the number of sup-
ported and unsupported scene points, as described in section 3.1., can be weaken if the surface patch
size exceeds a certain threshold. This adjustment is justifiable since large surface patches commonly
generate fewer hypothesis that are more discriminable.

4.2. Bottom-up Segmentation

The basis for the bottom-up segmentation process is a 6DOF model pose that results from segment-
based object recognition and pose estimation. In contrast to the trivial model-based segmentation
process that has been described in section 3.3., we propose a recycling of the model-free segmen-
tation stream. According to figure 4, model-free (unexplained) segments are merged and splitted in
accordance to the recognized object model that has been placed at the estimated pose. The segmen-
tation process can be described as follows: If recognition fails surface patch creation restarts with the
next largest segment. In case of successful recognition, the initial surface patch is extended with parts
of unexplained segments that are covered by the aligned object model. Covered segment parts are
determined by applying a segment-based radius search in a kd-tree, similar to the approach described
in section 3.3.. The search radius is set to a fraction of the object model size. Surface patch parts that
are not covered by the recognized object model are separated from the current surface patch and fed
back into the recognition process. The process restarts until each unexplained segment becomes part
of a model-explained segment or gets labeled as unrecognizable. The single steps of the segmentation
process are shown in figure 5. Figure 5a shows the recognized object model that has been aligned with
the initial surface patch. Figure 5b shows the extension of the initial surface patch. The separation
of non-covered segment parts is shown in 5c. The final result of the model-explained segment can be
seen in figure 5d.

(a) (b) (c) (d)

Figure 5: Bottom-up segmentation. (a) Object model aligned with surface patch. (b) Merging of
covered segments. (c) Splitting of non-covered (unexplained) segments. (d) Final segmentation result.
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5. Results

The proposed algorithms have been evaluated on 24 different scenes which are divided into four
complexity categories. The first category contains simple object compositions where objects are
widely spread over the field of view. Category two consists of dense scenes that are commonly under-
segmented. The third category contains disordered scenes, showing a high degree of clutter. The
last and most challenging category contains objects that are assembled together, which results in a
high degree of occlusion. Figure 7 shows an instance of each category. The proposed segment-based
bottom-up approach is compared to the point-based method that has been described in section 3.3..
The algorithms have been tested on an Intel(R) core(TM) i5 2.53GHz CPU (multiple cores) with
7.7GB RAM. The average scene execution time2 of the segment-based approach is 154.38 seconds.
The point-based approach executes in 129.37 seconds.

5.1. Recognition Rate

Table 1 summarizes the recognition results of the object models shown in figure 1. As shown in the
table, segment-based adaptive correspondence grouping (CG) outperforms the point-based method
for almost all models. Figure 6 shows a more detailed comparison between all four evaluated com-
plexity categories. The low bolt sensor rating is caused by the segment-based parameter tuning of the
hypothesis verification process that has been discussed in section 4.1.. In this case, the verification
process eliminates too many reasonable hypotheses, which finally leads to confusion with similar
looking bolt angular and shaft objects.

model
method point-based

CG
segment-based

CG
faceplate 91.67 97.92
separator 83.33 100.00
pendulum 75.00 87.50

shaft 95.83 100.00
bolt angular 79.17 85.42
bolt sensor 75.00 60.42

pendulum head 83.33 95.83
average 82.92 87.08

Table 1: Recognition rate comparison of the point-
based baseline method and the proposed segment-
based method. CG - Correspondence Grouping
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Figure 6: Recognition rate comparison between
four evaluted scene complexities.

5.2. Segmentation

Figure 7 shows a segmentation comparison of four selected scenes. As shown in the image, the
segmentation quality strongly depends on the accuracy of the estimated model poses. Object con-
fusion impairs the segmentation result. The bottom-up segmentation benefits from the recycling of
model-free segments. The segment recycling results in sharper edges when compared to the trivial
model-based segmentation method. The destructive characteristic of the model-based segmentation
results from an inherently trade-off between sharp segment margins and segment density.

2The real-time model-free segmentation process, which is not part of this evaluation, relies on a GPU-based system.
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6. Conclusion

We have presented a segment-based object recognition and pose estimation approach. The proposed
bottom-up segmentation strategy reduces the complexity of the recognition task in an iterative way.
The geometrical cues of the model-free input segmentation can successfully be exploited in order
to improve recognition rates in occluded scenes. The proposed segment-based recognition and pose
estimation approach relies on correspondence-based recognition. False hypothesis are suppressed
by adapting the cardinality of consistent correspondence groups. The estimated 6DOF pose infor-
mation can effectively be used in order to resolve over- and under-segmentation of the model-free
input stream. The suitability of our approach was demonstrated on 24 scenes. The complexity of
the evaluated dataset reaches its maximum in assembled object compositions. The efficiency of the
segment-based object recognition and pose estimation is bound to the amount of under-segmentation
in the surface patch.

(a) (b) (c) (d)

Figure 7: Segmentation comparison. (a) RGB input. (b) Model-free segmentation. (c) Model-based
segmentation (baseline). Unrecognizable objects are colored black. (d) Bottom-up segmentation.
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