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ABSTRACT: Rapid advancements in brain-computer in-

terfaces (BCIs) have fostered the wide-spread applica-

tion of biometric systems built on electroencephalogra-

phy (EEG) measurements in recent years. While cur-

rent subject identification approaches exhibit high per-

formance, most efforts rely on limited number of EEG

recording runs to validate the feasibility and practical us-

ability of EEG-based biometric systems. For a realistic

system however, quantitative assessment over long time

series is essential due to the intrinsic non-stationary be-

haviour of EEG signals. In this work, we propose a more

practical scenario of the resting EEG-based subject iden-

tification system for off-line analysis using public dataset.

Moreover, we implement a subject recognition system

based on widely-adopted functional connectivity mea-

sures. The system is applied to assess performance vari-

ations under consecutive EEG recording runs over time.

We also provide a simple approach to overcome the per-

formance degradation and eventually, raise several issues

as potential future works relating EEG-based systems.

INTRODUCTION

In spite of copious research in BCI technology and its

applications in neuroscience and cognitive psychology, it

is only recently that the possibility of EEG measurement

utilization in biometric systems has emerged [1-3]. Un-

like existing technologies that use fingerprints, speech,

iris, and facial features as identifiers for human authenti-

cation, EEG signal stands out as a unique physiological

biometric that is robust against forgery and falsification.

Various paradigms have been proposed for biometric sys-

tems based on event-related potentials (ERP) [4,5] or spe-

cific tasks related mental states [6]. Since these brain-

waves are evoked after a specific time onset, the sys-

tem is possible to utilize the temporal characteristics of

brain signals. Nonetheless, EEG in resting state mani-

fest beneficial advantages regarding user-friendliness in

that it does not require additional stimulatory devices and

any conditions/ instructions for subjects. In addition,

the high potentials of biometric systems based on rest-

ing state EEG should not be undermined as these resting

state signals differ considerably among subjects [7].

State-of-art studies of brain functional connectivity mod-

ulated by resting state networks have advanced our un-

derstanding of human brain functions. The traits of func-

tional connectivity are reported to fully exploit physi-

ological information and represent functionally coupled

brain regions thus, serving as appropriate tools for EEG-

based biometric systems yielding high performance.

Although a number of works based on various functional

connectivity measures have been reported [8,9], the sys-

tem performance were validated within a limited sce-

nario comprising of only a single run of EEG record-

ings. In particular, researchers have confirmed the po-

tential usability and feasibility of such systems by ap-

plying their proposed methodologies on divided non-

overlapping EEG segments resulting from the one record-

ing run. In the realm of practical adoption however, such

biometric systems should be able to operate successfully

in the presence of discontinuous signal inputs as well. Es-

pecially, the performance and reliability of these systems

should be scrutinized prior to realization since EEG sig-

nals have inherent non-stationary characteristics due to

various physical and mental drifts.

In this study, we mainly focus on a subject identifica-

tion system among the various biometric-related topics.

Given an input EEG signal, the identification system is

required to find and recognize the correct subject label

from a database containing various EEG information of

several subjects as depicted in Fig. 1. We aim to propose

a more realistic and practical scenario of an EEG-based

subject identification system for off-line analysis using

publicly available dataset. The proposed scenario allows

us to determine whether a novel approach would perform

reliably as we treat discontinuous trials over time. We

then implement the wll-known EEG-based biometric sys-

tem exploiting the functional connectivity measures and

validate it for the proposed scenario. Furthermore, we

present a simple approach to enhance the performance of

the system and highlight certain issues to be considered

as future work.

METHODS

In this section, we describe the approaches undertaken.

Our main focus is to investigate and comprehend the per-

formance variation of subject identification incurred by

non-stationary EEG signals as the recording runs are pro-

cessed gradually. Simulations are conducted using public
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Figure 1: Schematic diagram of electroencephalography-based subject identification system.

dataset and the accuracy assessed under different spectral

bands using two prominent feature extraction methods for

multiple test runs over time.

A. Dataset

The publicly available “Physionet EEG Motor Move-

ment/Imagery Dataset” acquired by BCI2000 system

from 109 subjects was used in our study [10,11]. The

EEG signals were recorded from 64 scalp electrodes at

the international 10-10 locations and 160 Hz sampling

rate was used. The dataset consists of two baseline

tasks (eye-open resting state and eye-closed resting state)

and twelve motor movement (MM)/ motor imagery (MI)

tasks. In our study, we used the twelve MM/I dataset

were used, of which the first run was designated as the

training data for an enrolment stage and the remaining

eleven runs as consecutive testing data for the recognition

stage of the performance evaluation process. By exclud-

ing subjects with less than fifteen conducted MM/I trials

from the dataset, our experiment was finally carried out

for a reduced set of 103 subjects.

B. Pre-processing

In the signal pre-processing phase, the dataset was

epoched to a range of -4 to 0 seconds with respect to

the instructing MM/I target onset. We assumed that the

EEG signal in this time period corresponds to the rest-

ing states awaiting the cue instruction. Since each sub-

ject produced fifteen trials, the fifteen resting state epochs

prior to the MM/I trials are extracted in each run. The

non-overlapping epochs of 4 seconds were treated as sep-

arate trials in the subject identification system.

The extracted epochs were band pass filtered separately

to account for the effects of EEG spectral bands. The six

different frequency bands that were considered are delta

(0.5-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30

Hz), gamma (30-50 Hz), and the complete range (0.5-50

Hz). The accuracy results were analysed and presented in

terms of the spectral ranges of the EEG signals.

C. Feature Extraction

Based on recently reported methods for biometric subject

identification, we applied widely-used brain connectivity

analysis schemes on the EEG signals. We now describe

the methods to obtain inter-channel connectivity.

• Inter-channel relation measures: We calculated

two of the most widely-used brain functional

connectivity metrics namely, inter-channel Pear-

son’s correlation coefficient (COR) [12], and inter-

channel phase lag index (PLI) [9,13]. The inter-

channel COR reveals the strength of the linear rela-

tion of pairwise channels by magnitude as it varies

from -1 to 1. It measures linear correlation in the

time domain between two signals at zero lag. On

the other hand, the PLI measure discards phase dis-

tributions that center around 0 mod π, in order to

be robust against the presence of common sources.

The PLI calculates the asymmetry of the distribu-

tion of phase differences between two signals vary-

ing from 0 to 1, and serves significant in volume

conduction and active reference problems.

• Eigenvalue centrality (EC): Indicators of central-

ity represent the most important nodes within a

graph in the context of network analysis. One such

measure is EC which is used to characterize con-

nectivity and has evidently shown high accuracy

performances for brain connectivity-based biomet-

rics [9]. We computed EC for the inter-channel

Pearson’s correlation coefficient, and phase lag in-

dex which are structured as 64 × 64 matrices (the

number of channels is 64). The EC result of each

matrix was used as a feature vector. The functional

connectivity with EC approach with respect to PLI

showed high performance in literature [9].

D. Feature Classification
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For off-line analysis of the biometric system, dataset

composed of twelve runs from 103 subjects were used.

By labelling each individual as a distinct class, the sys-

tem can be treated as a multi-class classification problem

with 103 classes. The fifteen epochs in the first MM/I run

from all subjects were allocated to training trials, while

the remaining eleven runs (consisting of fifteen epochs

each) were assessed in a consecutive manner.

As mentioned earlier, the inter-channel COR and PLI-

based ECs were computed for each spectral band of the

resting state EEG signals. Using the feature vectors ex-

tracted by EC, we then calculated the Euclidean distance

for the classification process. The subject label show-

ing the minimum Euclidean distance between the train-

ing dataset and test trial were then compared for every

single test trial of the 103 subjects. We treated the fifteen

epochs of all subjects in each test run as fifteen sets com-

posed by 103 subjects’ single epoch. In every test run (a

total of eleven test runs), the classification procedure was

repeated fifteen times for a sequence of 103 subjects’ tri-

als. The accuracy was calculated by classifying the epoch

out of all the subjects. Finally, we computed a mean and

a standard deviation of the accuracies in each test run.

RESULTS

Simulations results for performance variation with con-

secutive multiple runs with respect to different spectral

ranges and functional connectivity measures are provided

in this section.

Fig. 2 illustrates the performance variations plots for con-

secutive test runs at six different spectral bands. In each

run, fifteen trials from 103 subjects were tested to iden-

tify the correct subject label. The accuracy was calculated

based on the number of correct subject identification re-

sults, and represented as the mean and standard deviation

from the fifteen repeated recognition results in every run.

In general, the resting EEG states in beta (13-30 Hz) and

gamma (30-50 Hz) bands showed relatively higher accu-

racy compared to the other spectral bands. Our results

are in accordance with the existing works that have re-

ported high classification rates in these two bands [9]. Al-

though the COR-based approach resulted in better perfor-

mance as compared to its PLI counterpart in most spec-

tral bands, the PLI-based functional connectivity feature

shows highest accuracy in the gamma spectrum. How-

ever, the performance of this approach in the gamma band

also decreased to 57.67 ± 3.8% over time in the worst

case.

The classification matrices of eleven test runs using the

PLI-based approach in the gamma band are shown in

Fig. 3. Each matrix represents the estimated results for

each subject given the actual labels of subject indexes.

Therefore, the diagonal of each matrix shows the result

of correct classification, whereas the remaining elements

correspond to the mis-classification results. We observe

that with increase in the number of test runs, the number

of mis-classified subjects also gradually increases. For

sake of comparison, we reproduced the optimistic iden-

tification results (> 90%) reported by the authors in [9]

by implementing the same signal processing procedure

(band pass filter, PLI, EC, and Euclidean distance-based

classification) and evaluated the system performance for

our proposed scenario.

Apart from obtaining high accuracy in several runs, we

also account for reliable and persistent performance over

long time series as important assessment measures in our

scenario. To improve the performance over time, we in-

cluded the mean values of various combinations of the

training dataset as additional features for classification.

Since the EEG signals are non-stationary, even a small

number of training sets may possess non-stationary traits.

Hence, calculating the mean values from several EEG

segments would de-noise and reduce variations of the

training sets. We repeated the same simulation process

after adding training features made by taking the sum

of three consecutive trials, sum of five consecutive trials,

and sum of all the trials. Fig. 4 displays performance vari-

ation in gamma bands for the added features. Through

such simple addition of enhanced features, the PLI-based

performance of the worst case (57.67± 3.8%) improved

to 61.93± 3.12% (around 4.2% accuracy improvement).

We observe that understanding the stationary features can

be a possible solution to overcome performance degrada-

tion over time.
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Figure 2: Performance evaluation of consecutive test runs

using phase lag index (PLI) and Pearson’s correlation co-

efficient (COR)-based approaches in six different spectral

bands.
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Figure 3: Classification matrices of eleven test runs in gamma band (30− 50 Hz) where phase lag index-based approach

is applied.
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Figure 4: Performance comparison of consecutive test

runs using phase lag index (PLI) and Pearson’s correla-

tion coefficient (COR)-based approaches in gamma band

and comparison with enhanced feature sets.

DISCUSSION

As EEG signals exhibit non-stationary characteristics,

BCI features vary from training to testing stages during

a BCI experiment. Through off-line analysis, we con-

firmed that the EEG-based biometric system requires a

novel methodology to ensure stable operation over time.

One possible approach to enhance the permanence of

such biometric systems is the development of signal pro-

cessing techniques to identify stationary traits hidden in

the EEG signals of individual subjects and improve accu-

racy via a simple averaging approach. One of the issues

concerning data processing is to find a unique feature ap-

pearing individually and a common feature prominent in

all the subjects. The distinct stationary signal features

extracted using machine learning and pattern recognition

techniques eventually result in the enhanced performance

of the biometric subject identification system.

Not only would the stationary traits of EEG sources from

training dataset (feature extraction step) enhance the per-

formance, but also would the proper classifier derived

by training dataset (classification step). Although linear

classification based on Euclidean distance measure was

adopted in the our simulation environment, other forms

of non-linear classifiers have potentials to strengthen the

robustness and improve the reliable accuracy over long

runs. Particularly, approaches built on deep neural net-

works that find and learn the features directly from the

data would serve more efficient when handling large vol-

umes of data.

Another appealing approach would be designing an adap-

tive experimental paradigm for biometric system proto-

cols. Though we assumed the EEG signals before in-

structing target onset as the resting state, subjects may
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reveal different mental states, for instance, expecting the

next instruction, being affected by the surrounding envi-

ronment, feeling exhausted due to long experimentation

time. The protocol design to maintain stationary men-

tal states between training and test stage would therefore,

enhance the biometric system.

CONCLUSION AND FUTURE WORKS

In this paper, we demonstrated the performance evalu-

ation of an EEG-based subject identification system for

a more practical scenario via off-line analysis. We im-

plemented the well-known functional connectivity mea-

sures for the biometric system which showed high per-

formance in single run recording data. We further ap-

plied the state-of-art biometric system to consecutive runs

over time and observed the accuracy degradation, and

consequently, highly emphasized on prominent issues re-

garding the necessity of the realistic scenario for rational

and reliable evaluation of the practical EEG-based sub-

ject identification system. Finally, We discussed possible

approaches to overcome current limitations and provided

research guidelines for follow-up in future works.

We expect the EEG based biometric system would be

spread to be accessed gradually from limited environ-

ments requiring an advanced security (such as banks, mil-

itary or companies) to personal usages. To be the practi-

cal application, the longitudinal studies exploring unique-

ness and distinctiveness of the brainwaves are fundamen-

tally required.
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