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Abstract

Motivated by P300 spelling scenarios involving communication based on a limited vo-
cabulary, we propose a probabilistic graphical model-based framework and an associated
classification algorithm that uses learned statistical prior models of language at the level
of words. Exploiting such high-level contextual information helps reduce the error rate of
the speller. The proposed approach models all the variables in the P300 speller in a unified
framework and has the capability to correct errors in previous letters in a word given the
data for the current one. The structure of our model allows the use of efficient inference
algorithms, which makes it possible to use this approach in real-time applications. Our
experimental results demonstrate the advantages of the proposed method.

1 Introduction

Recently there has been growing interest in the incorporation of statistical language models into
P300 spellers with the intention to reduce the error rate or to increase typing speed [1, 2, 3, 4, 5].
These approaches learn marginal and conditional probabilities of letters in a language based
on some corpus and use that information in the form of prior models in a P300-based brain-
computer interface (BCI) system. In particular, such priors models are combined with measured
electroencephalography (EEG) data in a Bayesian framework to infer the letters typed by the
subject. The probabilistic structure in most of this work can be described by hidden Markov
models, which are one of the simplest forms of probabilistic graphical models. Work under this
theme involves filtering [2, 4], as well as smoothing methods [5]. The latter type of method
allows the EEG data for the current letter to affect the decision on a previous letter through the
language model, and possibly correct an erroneous decision that would be reached in the absence
of such data. In most of this body of work, first a conventional classifier for the P300 speller is
utilized and then the scores of that classifier are turned into probabilities to be combined with
the language model for Bayesian inference.

In this work, we propose taking one further step incorporating higher-level, in particular
word-level, language models into P300 spellers. Our motivation comes from BCI applications
that involve typing based on a limited vocabulary. In a particular context, if it is known that
a user is likely to type words from a dictionary of, say, a few thousand words, that provides
very valuable prior information that can potentially be exploited to improve the performance of
the BCI system. Based on this perspective, we propose a discriminative graphical model-based
framework for the P300 speller with a language model at the level of words. The proposed
model integrates all the elements of the BCI system from the input brain signals to the spelled
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Figure 1: Proposed graphical model framework for the P300 speller.

word in a probabilistic framework in which classification and language modeling are integrated
in a single model and the structure of the graph allows efficient inference methods making
the system suitable for online applications. Results show that the proposed method provides
significant improvement in the performance of the P300 speller by increasing the classification
accuracy while reducing the number of flash repetitions.

2 Methods

Proposed Graphical Model: The proposed model is shown in Figure 1. In the bottom
(first) layer, the variables xi,j represent the EEG signal recorded during the intensification
of each row and column of the spelling matrix. The index i denotes the ordinality of the
letter being spelled and the index j represents a row or column (j = {1, ..., 6} for rows and
j = {7, ..., 12} for columns). The second layer contains a set of twelve variables ci,j indicating
the presence or absence of the P300 potential for a particular flash. The third layer contains
variables li representing the letter being spelled. The variables li are related to the variables
ci,j in the same fashion as in traditional P300 speller systems: the presence of a P300 potential
in a particular row-column pair encodes one letter. The fourth layer contains the variable w

which can be any member of a particular subset of valid words in the English language. A
learned probability mass function for this variable constitutes the language model in this work.

The distributions of all the variables in the model (w, l = {l1, ..., lk}, c = {c1,1:12, ..., ck,1:12})
given the observations (x = {x1,1:12, ..., xk,1:12}) can be written as a product of factors over all
the nodes and edges in the graph:

P (w, l , c|x ) =
1

Z
Ψ4(w)

∏
i

⎧⎨
⎩Ψ3(i, w, li)

12∏
j=1

{Ψ2(j, li, ci,j)Ψ1(j, ci,j , xi,j)}

⎫⎬
⎭ (1)

where Z is a normalization factor and Ψ4,Ψ3,Ψ2 and Ψ1 are potential functions related to
nodes and edges. The potential functions are defined as follows:

Ψ4(w) = eθ4f4(w) Ψ3(i, w, li) = eθ3if3(i,w,li)

Ψ2(j, li, ci,j) = eθ2jf2(j,li,ci,j) Ψ1(j, ci,j , xi,j) = e
∑d

m=1
θ1j,mf1m(j,ci,j ,xi,jm

) (2)

where d is the dimensionality of the data. The parameter θ4 is a vector of weights of length
equal to the number of states of the node w (i.e., the number of words in the dictionary). The
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product θ4f4(w) models a prior for the probability of a word in the language with the feature
function f4(w) = 1{w}, where 1{w} is a vector of length equal to the number of words in the dic-
tionary, with a single nonzero entry of value 1 at the location corresponding to the argument of
f4. The product θ3if3(i, w, li) models a prior for the probability of a letter li appearing in the po-
sition i of a word with the feature function f3(i, w, li) = 1{w(i),li}. The product θ2jf2(j, li, ci,j)
measures the compatibility between the binary random variable ci,j and the variable li with the
feature function f2(j, li, ci,j) = 1{C(li,j)=ci,j} where C is a code-book that maps the intersec-
tions of rows and columns in the spelling matrix to letters. The product θ1j,mf1m(j, ci,j , xi,jm

)
is a measure of the compatibility of the m-th element of the EEG signal xi,j ∈ Rd with the
variable ci,j . Here, we use the feature function f1m(j, ci,j , xi,jm

) = xi,jm
1{ci,j}. Learning in

the model corresponds to finding the set of parameters Θ = {θ4, θ3, θ2, θ1} that maximizes the
log-likelihood of the conditional probability density function given in Equation 1. Given that
the structure of the model does not involve loops, inference in the model can be performed using
the belief propagation algorithm which can efficiently provide the posterior probabilities for the
words: P (w|l , c,x ) =

∑
l

∑
c
P (w, l , c|x ). We declare the word by maximizing the posterior

density: w = argmaxw P (w|l , c,x ). Note that the model allows computing other marginals of
interest (e.g,. letters) as well.

Description of Experiments: Two kinds of experiments are reported. In the first exper-
iment, 8 subjects are instructed to spell a number of words one by one. In this scenario (which
we call screening) the number of letters in the words typed in the testing session is known.
In the second experiment 7 subjects write multiple words in a continuous fashion, using the
character ”-” to indicate the end of a word. The EEG signals were recorded at a sample fre-
quency of 240 Hz using a cap embedded with 64 electrodes according to the 10-20 standard.
All electrodes were referenced to the right earlobe and grounded to the right mastoid. From
the total set of electrodes a subset of 16 electrodes in positions F3, Fz, F4, FCz, C3, Cz, C4,
CPz, P3, Pz, P4, PO7, PO8, O1, O2, Oz were selected, motivated by the study presented in
[6]. In total each subject spelled 32 letters (9 words). Training and testing sessions were held
on different days for the same subjects. Signal segments of 600ms following the intensification
of each row or column were calculated and filtered between 0.5Hz and 8Hz using a zero-phase
IIR filter of order 8.

”The parameters θ4, θ3i, θ2j in Equation 2 are independent of the brain signals and can be
learned prior to any EEG data collection. The parameters θ4 are learned by calculating the
relative frequency of each word in the dictionary of interest. The parameters θ3i take a positive
or negative value depending of the presence of absence of a letter in the i -th position of a word.
Statistics about the language were calculated using a text corpus with 450,000,000 words. The
dictionary was then built using the 5000 words with highest frequency. The parameters θ2
represent a set of decoding vectors that map rows and columns to letters in the spelling matrix.
The parameters θ1 are the set of parameters that maximize the potential function Ψ1(j, ci,j , xi,j)
in Equation 2 for each class (i.e., P300 vs. not P300).

3 Results

Figure 2 shows the results for the screening scenario and for continuous decoding where a 3-
gram method and a classifier based in Stepwise LDA have been used for comparison. The
results show that the proposed method performs better than the other methods in terms of
classification accuracy and requires fewer numbers of repetitions to achieve a particular level
of accuracy. In order to verify the results of correct classification accuracy, a statistical test
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Figure 2: Average classification accuracy across subjects.

was performed. For the screening scenario, a repeated measures ANOVA on the performance
results reveals significant difference (F (2, 14), ε = 0.56, p = 0.0041) between the three compared
methods. Using a post hoc Tukey-Kramer test, the proposed method performs significantly
better (p < 0.01) than the 3-gram based method and than SWLDA. For the continuous decoding
scenario the results are similar, the proposed method performs significantly better (p < 0.01)
than the 3-gram based method and than SWLDA.

4 Conclusion

We present a probabilistic framework as well as an inference approach for P300-based spelling
that exploits learned prior models of words. While language models at the level of letters have
previously been proposed for BCI, word-level language modeling is new. The structure of the
model we propose enables the use of efficient inference algorithms, making it possible to use
our approach in real-time applications. While our approach can in principle be used with word
prior models learned from any corpus, we expect it to be of special interest for applications
involving the use of a limited vocabulary in a specific context.
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