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Abstract

In this paper, a new paradigm is presented, to improve the performance of audio-
based P300 Brain-computer interfaces (BCls), by using spatially distributed natural
sound stimuli. The new paradigm was compared to a conventional paradigm using
spatially distributed sound to demonstrate the performance of this new paradigm. The
results show that the new paradigm enlarged the N200 and P300 components, and
yielded significantly better BCI performance than the conventional paradigm.

1 Introduction

Visual-based P300 brain-computer interfaces (BCIs) requires users’ to have control over their gaze
direction and, therefore, are not useable by blind patients or other patients who cannot maintain eye
gaze [1]. In order to enlarge the group of users who may benefit from use of P300 BClIs, the audio-
based P300 BCI was developed [2-3]. It has been shown that an audio paradigm using spatially
distributed stimuli is better than using different pitches from one speaker [4]. Hohne et al (2011)
presented a paradigm using high, medium, and low unnatural spatially distributed sounds from
headphones [5]. However, these two studies did not show that this paradigm was better than a
paradigm using same sound played by spatially distributed speakers. In our study, a new audio-based
P300 BCI was designed by using three different natural sounds. The three different natural sounds
were female, male, and child voices, which were played by six spatially distributed speakers. This
paradigm was called the “123 pattern”. Another paradigm using unnatural sounds (a “beep”),
randomly played by six spatially distributed speakers, was used to evaluate the efficacy of our
proposed pattern, this was called the “beep pattern”.

2 Methods and Materials

2.1 Subjects

Twelve healthy right-handed subjects (7 male, 5 female, aged 21 to 25 years, mean age 23.2+1.0)
participated in this study. All subjects signed a written consent form prior to this experiment and were
paid 50 RMB for their participation. The local ethics committee approved the consent form and
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experimental procedure before any subjects participated. All subjects’ native language was Mandarin
Chinese. Two subjects (labeled S7 and S9) had used a visual-based P300 BCI before this study.

2.2 Stimuli and flash patterns

Six speakers, placed in a semicircle around the participant, were used to present auditory stimuli
(see figure 1). The distance between the participant and the speakers was 1.5 m and the distance
between two adjacent speakers on the left and right side respectively was 30 degrees. The distance
between the last speaker (speaker 3) on the left side and the first speaker (speaker 4) on the right side
was 60 degrees (see figure 1). The labels of the six speakers were 1-6 from left to right. Speakers were
calibrated to a common stimulus intensity of 45dB. In the experiment, participants were asked to close
their eyes and pay attention to the target speaker and count the number of times that the speaker was
played.
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Figure 1: The location of speakers and sounds that
were played by the speakers.

2.3 Experimental set up, offline and online protocols

EEG signals were recorded with a g USBamp and a g.EEGcap (Guger Technologies, Graz, Austria)
with a sensitivity of 100uV, band pass filtered between 0.1Hz and 100Hz, and sampled at 256Hz.
Data were recorded and analyzed using the BCI platform software package developed through East
China University of Science and Technology. We recorded from 24 EEG electrode positions based on
the extended International 10-20 system. The electrodes were F3, Fz, F4, T7, C5, C3, C1, Cz, C2, C4,
C6, T8, CP5, CP3, CP1, CPz, CP2, CP4, CP6, P3, P1, Pz, P2, and P4. The right mastoid electrode was
used as the reference, and the front electrode (FPz) was used as the ground. These electrode positions
are more convenient for patients who are lying on a bed and, therefore, not able to easily move their
head. Thus, the setup of the BCI was designed to allow rapid adoption by patient groups.

There are two conditions called “123 pattern” and “beep pattern” respectively. The order of the
conditions was counterbalanced. In the 123 pattern, auditory presentation of the number “1” was
played by speaker 1 in a female voice, auditory presentation of the number “2” was played by speaker
2 in a male voice, and auditory presentation of the number “3” was played by speaker 3 in a child’s
voice. Speakers 1-3 were located on the left side. On the right side, auditory presentation of “1” was
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played by speaker 4 in a female voice, auditory presentation of “2” was played by speaker 5 in a male
voice, and auditory presentation of “3” was played by speaker 6 in a child’s voice. The auditory
presentation of numbers was in Chinese. In the beep pattern, only a beep would be played by each of
the speakers.

The stimulus on time was 200 ms and the stimulus off time was 440 ms. The inter-stimulus interval
was 640 ms. In the experiment, each of the six speakers was played randomly and separately, and
each speaker would be played once in one trial. In the offline experiment, there were twelve trials of
stimuli in each run, which were needed for one character selection. Fifteen character selections were
performed in the offline experiment for each pattern. In the online experiment, there were five trials of
stimuli in each run, which were needed for one character selection. Twenty character selections were
attempted in the online experiment for each pattern.

In the beginning of each run, there was an auditory cue (in Chinese) from the target speaker to
guide the subject to locate the target speaker. The task of the subjects in the experiment was to count
the number of times that the target speaker was played.

2.4 Feature extraction procedure

A third order Butterworth band pass filter was used to filter the EEG between 0.1 Hz to 30 Hz. The
EEG was down-sampled from 256 Hz to 64 Hz by selecting every fourth sample from the filtered
EEG. The first 1000 ms of EEG after presentation of a single stimulus was used to extract the feature.

3 Results

123 Pattern

Beep Pattern %

Figure 2: The topographic map of r-squared values for
the 123 and beep patterns. The peak point value was used
to calculate the r-squared value, which was obtained
between 150-300 ms for the N200 and between 300-450
ms for the P300.

SI S2 S3 S4 S5 S6 S7 S8 S9 S10 S11  SI2 Avg
123-P(%) 75 9 8 8 9 10 8 8 70 90 60 95 75422.7
B-P(%) 75 15 95 65 70 10 60 55 90 15 50 30 53+£29.2
Table 1: Performance (classification accuracy) from online feedback runs across all 12 participants who
participated in online runs. “123-P” denotes the 123 pattern and “B-P” the beep pattern.

Figure 2 shows the topographic map of r-squared values during presentation of the 123 pattern and
the beep pattern. It shows that the 123 pattern obtained higher r-squared values than that of the beep
pattern in the central region for the N200, and in the central and parietal regions for the P300.
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Table 1 shows the online classification accuracy using five trials for constructing the average ERP
waveform. Paired samples tests were used to show the difference between the two patterns. This
shows that the classification accuracy of the 123 pattern is significantly higher than that of the beep
pattern (t=2.3, p<0.05).

4 Discussion and conclusion

The goal of this study was to prove that an audio-based P300 BCI, using different pitches and
spatially distributed speakers, could obtain higher classification accuracy than a comparable BCI
using audio stimuli of the same pitch from spatially distributed speakers. Table 1 shows that
classification accuracy of the 123 pattern was significantly higher than that of the beep pattern (t=2.3,
p<0.05). The new paradigm used natural sounds, which would lead to high user acceptance and the
new paradigm used spatially distributed sounds in difference voices, which allowed users to locate the
target easily. However, a longer target to target interval was used in the audio-based BCI compared to
the visual-based BCI, which would limit the communication speed of the audio-based BCI.

Neville and Lawson, (1987) explored ERPs from patients in response to spatially distributed tones
[6]. Kiibler et al., (2009) also tested the audio-based BCI on patients for consciousness assessment and
communication [78]. In future, we will also focus on applying this system to patients who cannot
control their eye gaze direction and, therefore, validate the performance of this audio-BCI system
when it is used by target patient groups.
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