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Abstract. Doctors are mostly in need of several opinions in order to make a
good decision. Indeed, medical social networks have become at place of ex-
change of experiences between doctors. In addition, supervised learning of med-
ical record will help physicians quickly find the right concise explanation of their
medical images. To do this, we present in this article a model of opinion sugges-
tion based on a collaborative social radiological network. Indeed, the opinions
shared on a medical image in a medico-social network are represented in the form
of a textual description which in most cases requires a cleaning using a medical
dictionary. In addition, we describe the textual description of medical image with
TF-IDF weight vector using a " bag of words" approach. We use latent semantic
analysis to establish relationships between textual terms and visual terms in
shared opinions about the medical image. Multimodal modeling looks for medi-
cal information through multimodal queries. Our model is evaluated against the
ImageCLEFmed baseline, which is the basic truth for our experiments. We have
conducted many experiments with different descriptors and many combinations
of modalities. The analysis of the results shows that the model based on two
methods makes it possible to increase the performance of a search system based
on a single modality, visual or textual.

Keywords: Multimodal modeling of medical information, Radiological social
network, Multimodal information retrieval, Immersive analytics, Bag-of-words,
Big data.

1 Introduction

Social networks on the theme of health seem to flourish on the Web in recent years.
These social networks bring together the health professionals or only doctors and open
to industry (pharmaceutical, ..) or to patients. However, these networks their mission is
to revolutionize medicine in the real world by accomplishing a connection between
doctors, exchange ideas safely without wasting time. Patients can have real-time noti-
fications of doctors and thus have different opinions.
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Content-based medical image retrieval is relative to the context of his capture and
interpretation by a radiologist. Current techniques do not allow us to extract images,
visual characteristics of low level (color, texture or interest point). The question fre-
quently asked: how best to use the visual characteristics of low level to link automati-
cally to concepts? This problem is known by the name of "semantic gap" [1]. When
both textual and visual modalities are reunited, it will be essential to exploit the two
assemblies. Any time, we must take into account that it is easier to automatically asso-
ciate meaning to a text than to an image.

Many image retrieval systems by the text are realized such as (Google Images, Ya-
hoo!, Flickr...) which are based on information from image annotations. For example,
Google indexes web images according the surrounding text (file name, description,
link, ...) and Flickr indexes the database images according the keywords that the users
assign themselves to images. However, the indexing of text associated with the image
is the simplest solution to implement what gives the idea to associate with new images
annotations existing in a database [2].

To automatically annotate new images, there are two approaches: the first which is
based on a supervised learning and training images are manually classified. Another
approach is to automatically discover hidden links between visual and textual elements
using unsupervised learning methods [3]. This technique introduces a set of latent var-
iables meant to represent the co-distribution of visual and textual elements.

To annotate a new image, we must first extract the visual description and a function
of probabilistic similarity, will return the state that maximizes the probability density
of the text annotation and the visual element. Finally, the annotations are sorted by
probability values.

Medical information in collaborative medical social networks do not cease to grow,
from which comes the necessity to develop medical image retrieval and annotation sys-
tems appropriate self while using both modalities. A natural approach is to use the rep-
resentation based on "bag of words" for modeling the image. This approach has already
proven effective, especially for image medical annotation applications [4][5]. Indeed,
standard collections as TREC, or ImagEVAL ImageCLEFmed for the evaluation of
these systems. We propose a model that combines both visual and textual information
in collaborative social networks of health. The relevance of our model is evaluated on
a search for medical information. This makes comparing the results obtained with our
model to those obtained with a single modality, textual or visual.

The information seekers whether it be a patient, a physician, health personnel etc.
can search useful information in medical social network and that is the reason which
we propose in this article our model of representation of information in a social network
Medical. Next, we present a model based of multimodal research by applying a fusion
by latent analysis. Finally, we show the results of the application on the Im-
ageCLEFMed dataset.
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2 Literature Review

Social networks have not only revolutionized the way people communicate and interact
with each other [6][7]. But also play an important role in health [8]. In the next two
sections we will present immersive analysis and work similar to our work.

2.1 Immersive Analysis

In the last decade, the "Immersive Analytics" [9] is an emerging research field. It is
an axis that explores how new interaction, display and analysis technologies can be
used to support analytical reasoning and emphasize decision-making. This new area of
research aims to provide panoply of multi-sensory interfaces that allow collaboration
between imagination, scene and intuition. In other words, allowing a user to deeply
extend the data and to go very far in his analysis. In fact the immersive analysis [10] is
about presenting us an immersive environment that relies on new display technologies
such as large touch surfaces, sensors and many other features that make it easy to dis-
play data in complete clarity using 2D or 3D techniques which in turn facilitates their
deep analysis that will later serve decision makers. Visual analysis [11] is the result of
a combination of analytical reasoning of projected data on interactive user interfaces.
It's actually the key to exploring and understanding a mass of data. According to several
researches [12], there is a big difference between simply presented data, and data rep-
resented in a more visual way. The representation of data is the key to good reasoning.
We are in a world of big data, certainly there is always hidden information, it is here
that appear the importance of data analysis. And this is actually the goal of a visual
analysis that allows you to discover the hidden data and display it effectively and in a
more pleasant way. What to say if we add intuition and human perception! So, immer-
sive analysis is the combination of visual analysis and geographical representation.
That's why in fact we thought to take advantage of this science to allow the user to live
the situation by making comparisons, experimenting once he is connected to his im-
mersive environment in order to support the analysis of the situation and therefore guide
him in his decision-making process. In the next section, a presentation of our approach
that results from a combination studies already presented in the state of the art section.

2.2  Related Work

The co-occurrence model proposed by Mori et al. represents the first approach for as-
sociations between text and image [13]. First, images of the training set are divided into
regions that inherit all the keywords of original images from which they depend. Visual
descriptors are then extracted from each region. All descriptors are clustered into a
number of groups, each of which is represented by its center of gravity. Last, the prob-
ability of each keyword for each of the region groups can be measured.

[14] proposed a translation model to represent the relationships between text and
content. According to their view, visual features and text are two languages that can be
translated from one to the other. Thanks to a translation table having estimations of
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probability of the translation between image's regions and keywords, an image is anno-
tated by choosing the most probable keyword for each of regions.

[15] have extended the translation model of [ 14] to a hierarchical model. It combines
the "aspect" model [16] which builds a joint distribution of documents and features,
with a soft clustering model [15] which maps documents into clusters. Images and text
are generated by nodes arranged in a tree structure. The nodes generate image regions
using a Gaussian distribution, and keywords using a multinomial distribution.

[17] suggested improvements to the results of [ 14] by introducing a language gener-
ation model, called Cross-Media Relevance Model (CMRM). First, they use the same
process as Duygulu et al. for calculating the representation of images (represented by
blobs). Then [14] made the assumption that there is a one-to-one correspondence be-
tween regions and words, while Jeon et al. assume that a set of blobs is related only to
a set of words. Thus, instead of seeking a probabilistic translation table, CMRM simply
calculates the probability of observing a set of blobs and keywords in a given image.

[18] proved that the process of features quantifying using a Continuous-space Rele-
vance Model (CRM) can avoid losing information related to the production of the dic-
tionary in the CMRM model. [17] Using continuous features of probability density to
estimate the probability of observing a particular region in an image, they showed that
the model performance on the same dataset is much more efficient than the models
proposed by [14] [17].

Some studies have attempted to use the LSA technique for combining visual and
textual features, including [16, 19] who applied the Probabilistic Latent Semantic Anal-
ysis for automatic image annotation. With this approach, text and visual features are
considered as "terms". It assumes that each term may come from a number of latent
subjects, and each image can contain multiple subjects.

In the transformation model, [20] the text query is automatically converted into vis-
ual representations for image retrieval. First, the relationship between text and images
are taken from a set of images annotated with text descriptions. A transmedia dictionary
which is similar to a bilingual dictionary is set up in the training set.

[21] propose to do the opposite, which is to translate an image query into a text
query. Based on both textual and visual queries, the authors transform visual queries
into textual queries, and acquire new textual queries. After that, they apply text retrieval
techniques to deal with initial textual queries and new textual queries constructed from
the visual query for image retrieval. Finally, they merge the results.

Recently, nearest neighbor methods which treat image annotation as image retrieval
problem, have received more attention. [22] introduce a baseline technique that trans-
fers keywords to images using its nearest neighbors. A combination called Joint Equal
Contribution (JEC) of basic distances to find nearest neighbors is used on low-level
image features; the keywords are then assigned using a greedy label transfer mecha-
nism. A more complex nearest-neighbor-type model called TagProp is proposed by
[23]. The model combines a weighted nearest-neighbor approach with metric learning
capabilities in a discriminative framework which allows the integration of metric learn-
ing by directly maximizing the log-likelihood of the tag predictions in the training set.
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2.3 Our proposed model

As part of this work, we aim at giving answers to issues raised in the previous section.
First, in order to avoid the dependence on the quality of the segmentation phase, we are
working in a context without segmentation. In order to support image retrieval by tex-
tual queries independently of any manual annotation, we propose to add the bidirec-
tional transformation between text and image. Finally, we place ourselves in a system
with incremental knowledge learning, which requires no special knowledge at the be-
ginning of the life of the system. This constraint seems essential, but also realistic, be-
cause most applications do not have specialized knowledge in their early life.

In our model, text/image associations are learnt by an incremental learning method
via relevance feedback without any knowledge at first. Unlike other models where prior
knowledge is available, in our system, knowledge comes from user interactions. There-
fore, our system knowledge is progressively improved over time through interactions,
without requiring any off-line learning stage.

3 Representation of information

Content-based image retrieval is difficult to automate, since it depends on the represen-
tation of the information. Several methods have been proposed in recent years to build
a content-based image retrieval systems. However, the lack of explicit information on
user request, and the real difficulties for a computer to effectively interpret the content
of an image, make this problem of indexing and image retrieval is especially hard. In
fact, the content-based image retrieval is performed on the signified image, ie on its
interpretation by a human reader, as well as to the context of his capture. This context
should be considered as a meta information. This is, to retrieve image with the name of
the place visited, the name of the animal photographed, the name of the person close-
up etc... However, current technical computer vision only allow us to extract images,
visual characteristics of low level (color, texture or point of interest). The distance in-
volved to automatically interpret the content of an image is still very important. The
recurrent question is increased in these terms: how best to use the visual characteristics
of low level to connect automatically to concepts ? This problem is known as the se-
mantic gap. When the textual and visual modalities are combined into one document,
it seems better to simultaneously operate these two types of content. You should know,
firstly it is easier to automatically associate meaning to a text than an image, and sec-
ondly, it is easier to compare similar images, it is hoped that complementarity between
the image and the text is conducive to better indexing, relative to the two media sepa-
rately. However, several studies have been published using bag of word model to image
retrieve.

3.1 Representation of information in a medical social network

In a medical social network, several physicians’ can share their opinion on a medical
image. However, the shared opinions require automatic processing to extract relevant
keywords. We present our model of representation of medical social network, which is
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to describe the text and images with textual terms and visual terms. The two modalities
are first processed separately using the approach BoW to the visual and textual descrip-
tion. Indeed, they are represented as TF-IDF weight vector characterizing the frequency
of each visual or textual words. The vector describing the textual content is cleaned
using the UMLS thesaurus. To use the same mode of representation for the two modal-
ities can be combined with a fusion method by Latent Semantic Analysis (LSA), after
making multimodal queries to retrieve information.

Representation of textual modality

To represent a text report in the form of a weight vector, it is first necessary to define
an index of textual or vocabulary terms. For that, we will apply initially a stemming
algorithm with Snowball and we delete the black words from all reports. The indexing
will be performed by the Lemur software!. However, the terms selected are then filtered
using the thesaurus UMLS. Each report is then represented following the model of Sal-
ton [24], is as a weight vector 17 = (Wi 1) ey Wi j, - Wy 7)), Where w ; Tepresents the
weight of the term ¢; in a report 7;. This weight is calculated as the product of two
factors tf; ; and idf;. The factor tf;; is the frequency of occurrence of the term ¢; in the
report 7; and the factor idf; measures the inverse of the frequency of the word in the
corpus. Thus, the weight w; ; is even higher than the term ¢;, and frequent in the report
1; and rare in the corpus. For the calculation of tf et idf, we are using the formulations
defined by Robertson [25].

where |R| is the size of the corpus and |{n~|t]~ € ri}| is the number of documents in
corpus, which the term ¢t; appears at least once. A textual query g, can be considered
a very short text report, it can also be represented by a weight vector. This vector is
noted g7, will be calculated with formulas of Roberson but with b= 0. To calculate the
relevance score of a report 7; opposite an query gy, we apply the formula given by Zhai
in [26] and defined as:

scorer(q, 1) = ZI]-T=|1 ik M

Representation of medical image.

The representation of the visual modality is carried out in two steps: the creation of a
visual vocabulary and the representation of the medical image using thereof. The vo-
cabulary V of the visual modality is obtained using the approach BoW [27]. The pro-
cess consists of three steps: the choice of regions or interest points, the description by
calculating a descriptor of points or regions and grouping of descriptors into classes
constituting the visual words. We use two different approaches for the first two steps.
The first approach uses a regular cutting of the image into n? thumbnails. Then a color
descriptor with 6 dimension, denoted Meanstd, is obtained for each thumbnail, by cal-

G

culating the mean and standard deviation of normalized components ,
R+G+B ’ R+G+B

! http://www.lemurproject.org/
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R+G+B
3x255
characterization of images with regions of interest detected by the MSER [28] and pre-

sented by their bounding ellipses (according to the method proposed by [29]). These
regions are then described by the descriptor SIFT [30]. For the third step, the grouping
of classes is performed by applying the k-means algorithm on the set of descriptors to
obtain k clusters descriptors. Each cluster center then represents a visual word. The
representation of an image using the vocabulary defined previously for calculating a
weight vector 1 exactly as for the text modality. To obtain a visual words from the
medical image, we first calculate the descriptors on the points or regions of the image,
and then is associated, at each descriptor, the word vocabulary, the nearest in the sense
of the Euclidean distance.

where R, G and B are the colors components. The second approach uses the

Fusion Model.

In this section, we show the fusion of both textual and visual descriptors using latent
semantic technology. However Latent Semantic Indexing (LSI) was first introduced in
the field of research information and has proven its effectiveness in recent years [29].
This technique involves reducing the indexation matrix in a new space sensible to ex-
press more "semantic" dimensions. This reduction is intended to make it appear the
"hidden semantics" in the co-occurrence links. This is called latent semantic. This latent
semantic allows for example to reduce the effects of synonymy and polysemy. It is also
used to index without translation, no dictionary, parallel corpus, that is to say composed
of documents in different languages, but supposed to be translations of each other.
Technically, LSA method is a matrix transformation operation M of co-occurrence be-
tween terms and documents. This is in fact a singular value decomposition? it of the
matrix : M;; describes the occurrences of term i in document j.

Suggestion opinions through research similar medical images.

Each modality of reports (text and image) is processed independently. We obtain a
textual matrix report-term M,., and the visual matrix report-term matrice M,.,,. The fu-
sion of these two methods is first obtained simply by concatenating the columns of the
two matrices M, and M, ,, in a matrix M,.,,, because it is of different coordinates on
the same set of documents. This merged matrix is then projected in a latent space to
obtain the latent matrix M, , with k the new reduced size. Therefore, each document
is represented by a line latent matrix M,. . For a query containing text and images, we
apply the same process with the reports. Then, this vector is projected into the reduced
space for a pseudo-vector q,, = q * Y, Vi. Finally, the calculation of the value of rele-
vance of a document to the query (Relevance Status Value or RSV) is calculated ac-
cording the similarity of the query vector q, with the lines of the latent matrix by using
the function cosinus.

2 Singular Value Decomposition (SVD)
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We present below our algorithm that shows the search steps in a medical social net-
work :

Algorithm SuggestionOpinions
Input :
R,: Query of a medical report (Text or Medical Image or Text with Medical
Image)
Output :
TImages : The list of similar images
Var
Mgyt My - Result from the concatenation of two matrices
Mg x» M, : Latent Matrix
qy : Query projected in a small space
0. Begin
M, € Extract Matrix_Terms(R,) U Extract Matrix_Visual Terms(R,)
M., € Extract Lalent Matrix (M, )
QU € q* TV
ForEach R In the social network DataBase Do
M, ,, € Extract_Matrix_Terms(R) U Extract_Matrix_Report_Visual_Terms(R)
M, < Extract_Lalent_ Matrix (M, ;)
TImages € Extraction_of the nearest Medical Images (Cosinus (qx, Myqy))
End ForEach
End.

A A il

In the following, we present in figure 1 our search engine based on immersive anal-
ysis to suggest opinions about similar clinical cases.

Medical Image Retrieval System - Charles-Nicolle Hospital
Choose an Tmage and press ok'— Browse. | [0k ]

Tt amocmte ot e teal amges]

Search

Resuits 1-10 for visual search out of 99¢

N on ﬁ_ I N

The

2"
its t oY
Scora2:0.5320025 Score2:0.39775008 >coul 0.3690967

N

Seare2:0.34055783

Image sion: sunda, Scrub typhus: clinical. pathologic, and imagin

iovember 26, i
Score2:0,3628652 Score2:0.35536206

I O O G |

Fig. 1. Our medical image retrieval system on a text + image query.
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4 Experimental evaluation

4.1 Test data and evaluation criteria

The pertinence of our model is evaluated on the collection provided for the compe-
tition ImageCLEFMed [30]. This collection is composed over 45,000 biomedical re-
search articles of the PubMed Central (R). Each document is composed of an image
and a text part. The images are very heterogeneous in size and content. The text part is
relatively short with an average of 33 words per document. The goal of the information
search task is to return to the 75 queries supplied by ImageCLEFMed a list of pertinent
documents. All queries have a textual part, but many do not have a query image. Order
to have a visual part for each query, we use the first two pertinent medical images re-
turned by our system when we use only the textual part. This corresponds to a relevance
feedback fact by the system user. The criteria of average accuracy (Mean Average Pre-
cision - MAP), which is a classic criteria in information retrieval, is then used to evalu-
ate the pertinence of the results.

4.2  Results and Discussion

To demonstrate the contribution of the use of our model compared to only textual or
visual model, we realized experiments using a single modality, textual or visual, then
experiments combining two modalities, modality text with visual descriptor, this visual
features for both Meanstd and SIFT previously presented. The text vocabulary is con-
sists of approximately 200000 words whereas the two visual vocabularies are consti-
tuted of 10000. Table summarizes the MAP values obtained for each experiment. On
the one hand, it can be stated that the use of the single visual modality irrespective of
the descriptor used leads to poorer results that the use of the only modality text. On the
other hand, combine a visual descriptor with the text improves search performance with
the only textual descriptor. These overall observations are confirmed by the preci-
sion/recall curves presented in Figure 2. A detailed analysis per query show that, for
some, the first results returned by the visual modality is best for text modality. We can
add, about the performance obtained with a visual modality, that the regular division of
the associated image at Meanstd color descriptor is more robust than MSER + SIFT.
We explain this behavior by clustering problems. With the color descriptor, we work
with 6 characteristic parameters and 4 million thumbnails to consolidate vocabulary
words. With SIFT descriptor, we have 128 features and settings 54 million thumbnails.
In the second case, the thumbnails are divided very irregularly in the space of de-
scriptors, because of the use of MSER, the large size and the large amount of data. This
situation is very unfavorable for clustering algorithms such as K-means [31]. Also, it
has been shown in [32] [33] that the descriptors of the most densely spaces of the pa-
rameter space are not necessarily the most informative.
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Table 1. Result of average precision obtained for different modalities

Modality type MAP
SIFT 0.1287
Meanstd 0.0962
Text 0.2346
Fusion : Text + SIFT 0.3667
Fusion : Text + Meanstd 0.2734
1.00 ‘ =& Text
- SIFT
0.80 A Meanstd
= X Fusion Text + SIFT
X
0.60 ¢ X
- X
X
0.40 ¢ s B
E ¢ e X
0.20 ¢ 7 5 X
| o B
A
0.00 - i X X ]

0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Fig. 2. Precision / Recall curve of modalities (text only, visual only and fusion text/visual)

5 Conclusion

We have presented in this paper a representing model of multimedia data extracted from
radiological social networks where they are used for annotating medical images. This
model is based on a fusion with LSA of the textual and visual information using the
"bag-of-words" approach.

The performance of the indexing and search system has been evaluated based on real
dataset of ImageCLEFMed and the obtained results were very promising to use a media
model specialized radiology, like the one proposed to retrieve information from a col-
lection of radiological media. Indeed, the fusion of both textual and visual methods
allows each time to increase the performance of the system. In this context, Larlus [31]
proposes a clustering method that allows uniform quantifications of spaces contrary to
K-means which focuses on dense spaces. This method could be used to improve our
system when creating the visual vocabulary.
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