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Abstract. This paper presents a real time fingertip tracking method
used for immersive application. The first step of the method consists
of segmenting the input image captured by a video camera and detects
the area representing the human hand. The latter one is identified by
means of skin color detection method. The output of the first step is a
black and white image where the hand area is coloured in black while the
background is in white. In the second step, the hand shape is analysed
and the fingertips are detected using convex-hull method. The barycen-
tre of the fingertips is then calculated and to estimate the position of
the hand. Using the estimated position in each frame, many applica-
tions belonging to human computer interaction and immersive domains
could be proposed. In this paper, we propose an immersive application
which consists of moving virtual objects according to the estimated hand
position.
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1 Introduction

Immersion into a virtual world could be defined as the feeling of being present
physically in a non real world. To reach that perception, different parameters
could be taken into account such as images, sounds, sensors and stimuli. Hard-
ware devices and softwares are involved into the process of creating the virtual
world. For the hardware part, different devices could be used such as video-
cameras(2D or 3D), head mounted display, data gloves,etc. The software part
corresponds to the program allowing the interaction between the human being
and the virtual world and so produces the perception of immersion. An impor-
tant domain allowing the immersion in a virtual world is called human-computer
interaction (HCI). This domain is becoming more and more present in our daily
life. Using video-cameras, researchers in computer vision brought on a wave of
applications for human-computer interaction and specially for video games and
3D animation. Many of the applications are based on human body tracking. In
this paper we present a hand tracking method to create an immersive applica-
tion. In the next part, we present a related work on hand motion tracking. The
section number 3 explains how the segmentation is achieved to detect the hand
observed in the images. The section number 4 presents the method to detect
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the fingertips. Finally we present our application and the experimental results
obtained using a 2D video camera.

2 Related work

Several methods on hand motion tracking using video-cameras were proposed
during the last two decades [1][2][3][4]. Both 2D videos cameras and 3D cameras
were used[5][6]. The advantage of using 2D cameras is the affordability comparing
with the 3D ones but less data can be exploited using the first type of cameras.
In fact, all vision based methods for hand tracking start by extracting features
from the images. Only 2D features are used in the case of simple video-cameras
while a third dimension is used for the 3D videos cameras.

The methods could then be divided in different categories. The first one deals
with a 3D parametric model and the tracking is defined as a minimization prob-
lem where a cost function is minimised to obtained the best parameter values
that make the model pose match with the hand one[7]. The cost function is also
called a dissimilarity function where extracted features from hand images and
model ones are used to compare the poses from real hand and 3D model. The
dissimilarity function is minimized by means of minimsation algorithm such as
the simplex approach proposed by Nelder and Mead [8] or using statistic meth-
ods such as particle filter [9]. The second category is mostly called data-driven
method and uses a database of gestures calculated before the tracking process. It
consists of matching the real hand pose with ones stored in the database through
regression or classification techniques[10]. The author used coloured glove to im-
prove the matching between input images and the ones stored in a database
of images. The most important problem with this kind of methods is the huge
number of hand gestures which makes impossible to create a database with all
hand poses. In general a limited number of gestures is used to create a real time
application.

Another category of methods simplifies the hand tracking problem to finger-
tips tracking. The method, then consists of detecting the fingertips for each input
image and track them in a sequence of video. The advantage in this category is
the fast tracking process which allows to create real time application easily.

Kumar and Shubham [11] proposed a segmentation algorithm which esti-
mates hand position be calculating the centroid of orientation of the observed
hand shape in a video sequence. Chen and al. [12] proposed a similar method
which the identifies the finger areas for segmentation and recognition of the hand
gestures. Finger detection algorithm was proposed by Zhou and al. to detect the
finger using a 3D model represented by cylindrical surfaces and parallel features
are then used to localize the hand fingers. Lee and al.[4] analyzed the hand shape
using the curvature of the calculated contour in order to detect the fingertips.
In a previous work, we proposed a fingertip tracking method using convex hull
[1]. In this paper we propose a fast tracking method to apply for immersive ap-
plication. Our method estimates the hand centroid position by calculating the
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barycentre of the fingertips. Convex hull is used to detect the fingertips. Our
method is tested on real video sequence to move virtual object.

3 Segmentation

The first step of our method is called segmentation and it’s considered as a
fundamental part of the tracking process because it can greatly affect the final
results. The segmentation consists of dividing the image into two areas : fore-
ground and background. The foreground represents the hand in black colour
while the rest of the image will be in white and represents the background. At
the end of this step, a black and white image is obtained. In order to clarify
this process, the following subsections will describe how images and colours are
stored in the computer and then the process to achieve the segmentation.

Fig. 1. Representation of an image as a matrix of pixels

In the computer, an image could be represented as a matrix of pixels as shown
in figure 1 where each pixel will correspond to a color. Especially the pixel is a
value encoding the color. We can differentiate three type of images: black and
white images, grey scale images and colored ones. According to the type of the
image, the pixels will take different values.

– Black and white image is also called digital, bi-level or two-level image. It
means each pixel is stored as a single bit i.e a 0 or 1.

– Grey scale image is a matrix where a pixel represents the intensity of the
grey color. In the computer the grey intensity is a value between 0 and 255.

– Colored image is also a matrix of pixels but each pixel will correspond to
a vector of three values, each one between 0 and 255. The three values will
represent one color.

There are many other types of images like the 3D ones or multispectral images
but in this work, only the three kind of images presented before are considered.
The next subsection gives an overview of some important color spaces that can
be used to detect the skin color and explains the chosen(HLS) one in this work.
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3.1 Color spaces

It’s important to notice there are many color spaces that can be used to represent
the color. The following subsections present two of them.

RGB colour space This color space is the most used one and very easy to
understand. It’s based on using 3 values between 0 and 255 which encode the
blue, green and red colors(Figure 2). Even if it’s the easier one to understand,
it doesn’t deal with the main problem in computer vision which is the light
variation. In fact, two images representing the same scene but taken in different
conditions of lighting will be considered as completely dissimilar by the com-
puter. In fact, the R,G,B values of the pixels will be completely different.

Fig. 2. RGB colour space [13]

HSL color space HSL stands for hue, saturation, and lightness is also often
called HLS(Figure 3). This space colour deals better with the lighting variation
because the colour is divided in pure colour information (with the H and S
values) and the light one with the L value. For more clarifications : the pixels of
two images representing the same scene but with different lighting will have the
hue and saturation values very close. This colour space was used in this work
and gave better results that the RGB one.

3.2 Skin Color detection

To achieve the segmentation it’s important to distinguish the colours and select
only the ones representing the hand. To detect the colour representing the hand,
the proposed system starts by covering a square with the hand as shown in the
figure 4.

DOI: https://doi.org/10.3217/978-3-85125-609-3-31



Fig. 3. HSL colour space [13]

Fig. 4. initialisation of the process : covering a square with the hand and save the color
hand

The median value of the pixels contained in the square is computed. Accord-
ing to the median value, two thresholds maxValue and minValue are defined
using an empirical method and all the values between them are considered as
the skin color. During the segmentation process, for each input image all the
pixels encoding the hand will be colored with black color while the background
will be colored with the white one.

4 Fingertips detection process

The first step of the fingertips detection process is to computer the hand contour
from the black and white hand image. For that purpose, a method proposed by
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canny[14] is used. The second step. which is one of the most important part
in that work. is to compute convex hull of the contour. The convex hull of a
set of N points could be defined as the smallest perimeter fence enclosing the
points. In our case the set of points consists of the contour points obtained by
canny method. It could also be defined as the smallest convex polygon enclosing
the points. The convex hull and convexity defects of the hand(Figure 5 ) are
computed using the Sklansky’s algorithm [15]. The points of the convex represent
the points where the contour of the hand is convex, in other words the fingertips.
The convexity defects represents the points where the hand contour is concave,
in other words the points between the fingers (Figure 5 ).

Fig. 4. HLS colour space [4]

of the segmentation process, skin colour are stored with black
colour and the others with white one.

III. CONTOUR DETECTION

In this part, gradient method is applied on the binary image
obtained after the segmentation to produce the hand contour.
The method is implemented in the free open source library
Opencv [2]

IV. FINGER TIPS DETECTION

The last part of the vision based motion tracking method
consists to detect finger tips. For this purpose and starting from
image contour, the convex hull of the hand is computed using
the Sklansky’s algorithm [7] implemented in opencv [3]. The
figure 5 shows the hand contour in grey colour, the convex
hull in red one and the convexity defects which are the finger
tips.

Fig. 5. hand contours with its convex hull and convexity defects

V. EXPERIMENTAL RESULTS

The performance of the proposed vision-based method is
evaluated for tracking bare hand observed with a video camera.
The obtained results are shown in the figure 6.

Fig. 6. Results : three poses of the hands with the results of the tracking.
The first line represent the input images and the second the output of the used
method

VI. CONCLUSION AND FUTUR WORK

In this work, a vision-based method for finger tips tracking
was proposed. The process is summarised in the figure 7. The
process can be divided in three steps. In the first step, the
input image is segmented to detect the hand area from which
the contour is computed. After calculating the convex Hull and
convexity defects the finger tips are detected. In future work, a
3D video camera could be used to improve the accuracy of the
tracking and different applications of Human Computer Inter-
action(HCI) will be proposed. This work allowed students to
discover a new domain of computer vision with an interesting
and challenging subject of nowadays.

Fig. 7. Process of the proposed vision-based approach for hand motion
tracking
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Fig. 5. hand contour (in blue colour) with detection of fingertips and the convexity
defects (points between fingers)

5 Application and experimental results

Fig. 6. Results : three poses of the hands with the results of the tracking. The first line
represents the input images and the second one shows how the fingertips are detected

Once the fingertips detected, the barycentre is calculated. This latter repre-
sents the hand position in the image. The 2D coordinates of the barycentre will
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be used as the centre of a 3D virtual cube generated using the OpenGL library1.
Our application is implemented using a machine with an Intel i5 processor 2,7
GHz and Intel Iris Graphics 6100 1536 MB. A video camera providing 2D images
with a size of 480x620. The figure 6 shows the results of tracking the fingertips.
The last figure (Fig7)shows how our application allows to move the 3D object
according the position of the hand. In fact the first line represents the input
images taken by a video camera and the second line shows the 3D object (Cube)
following the hand position.

Fig. 7. Moving 3D cube according the hand position. First line : the input images.
Second line: results.

6 Conclusion

In this paper, a real time fingertips tracking method was proposed and used
to create an immersive application for moving virtual objects. The fingertips
tracking method is based on HSL colour space segmentation algorithm and allows
to detect the skin colour. The hand contour, convex-hull and convexity defect
are then calculated in order to detect the fingertips. The barycentre of the latter
represents the 2D position of the hand. Matching a virtual object position with
the hand one allows to move the 3D object and create an interaction with a
virtual world. Our proposed application uses only one hand. In future work,
both hands can be involved in an immersive application to move, scale and rotate
virtual objects which can provide a more complete human computer interaction
system.

1 www.opengl.org
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