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Abstract

Wave propagation phenomena occur in all fields of science and engineering and are thus of
great interest. Although there are several numerical methods available for the simulation
of these phenomena it turns out that, particularly, the Boundary Element Method is well
suited for such problems. This is due to several advantages that come along with this
method. As the name already indicates, contrary to conventional methods like the Finite
Element Method, the discretization of the domain is solely performed on the boundary
which leads to a reduction of dimensionality. Besides this crucial advantage, the method
is capable to treat infinite and semi-infinite domains – probably a prime argument for the
choice of the method. However, there are some disadvantages that come along with the
approach as well. Compared to the Finite Element Method, the matrices that are obtained
in a discrete setting are in general densely populated. Additionally, the convolution in
time that shows up in the underlying integral equation requires the complete history to
be stored, i.e., the complete set of matrices. In order to overcome these drawbacks much
attention has been paid on the development of fast and data sparse algorithms during the
last decades – this thesis might be seen as a contribution to these efforts.

This work addresses the particular case of wave propagation through linear elastic continua–
an interesting problem for civil, mechanical and geotechnical engineers. A main aim of the
thesis is the development of a data efficient and fast Boundary Element formulation with a
time discretization based on the well established Convolution Quadrature Method (CQM).
A crucial task within this discretization scheme is the computation of the convolution
weights that are commonly evaluated via approximations of Cauchy’s integral formula.
Contrary to that, in this work closed-form expressions are developed. A similar approach
has been used by Hackbusch et al. [44] for the treatment of the scalar wave equation. The
presented formulation can be seen as an extension of these ideas to the elastodynamic
case. It turns out that the resulting expressions exhibit a behavior that is well known from
another kind of time discretization based on temporal interpolation of the field variables.
This treatment results in piecewise defined weight functions. The developed closed-form
expressions obtained by the CQM time discretization also show the property of piecewise
definition – the basis for the subsequent construction of the efficiency improved formula-
tion. Within this efficient scheme hierarchical matrices are utilized to reduce the densely
populated matrices to sparse ones. Additionally, a cubic spline interpolation is applied
onto the kernel functions to speed up the matrix computation.

The last part of the thesis is devoted to numerical experiments. These investigations cover
convergence studies as well as efficiency measurements in terms of computational effort
and storage requirements. In view of the obtained results it turns out that the proposed
formulation based on CQM accompanied by an efficient storage scheme is capable to
significantly reduce the memory consumption as well as the computational effort. Besides
some academic problems, an additional semi-infinite half space blasting physics problem
is investigated as well.



Zusammenfassung

Für die numerische Behandlung von Wellenausbreitungsphänomenen steht eine Vielzahl
von Verfahren zu Verfügung. Es zeigt sich jedoch, dass sich gerade die Randelementeme-
thode für diese Probleme besonders gut eignet. Dies liegt einerseits an der Reduktion der
Anzahl der Freiheitsgrade, da bei dieser Methode ausschließlich der Gebietsrand diskreti-
siert werden muss. Andererseits lässt das Verfahren die Behandlung von unendlichen und
halbunendlichen Gebieten zu – wohl eines der Hauptargumente für die Verwendung der
Methode. Als nachteilig erweist sich jedoch, dass die entstehenden Systemmatrizen im
Gegensatz zur Finiten Elemente Methode in der Regel vollbesetzt sind. Weiters hat die in
der Integralgleichung vorhandene Faltung zur Konsequenz, dass alle Systemmatrizen im
Speicher gehalten werden müssen. Die Entwicklung von schnellen und speichereffizienten
Verfahren in den letzten Jahrzehnten hat zu einer deutlichen Verbesserung und damit zur
Attraktivierung der Methode beigetragen. Diese Arbeit kann somit als Teil dieser Anstren-
gungen gesehen werden.

Die vorliegende Arbeit behandelt das spezielle Problem der Wellenausbreitung durch li-
near elastische Medien, eine Herausforderung für Bauingenieure, Maschinenbauer und
Geotechniker. Ziel der Arbeit ist die Entwicklung einer speichereffizienten und schnellen
Randelementeformulierung mit einer Zeitdiskretisierung basierend auf der Faltungsqua-
draturmethode. Üblicherweise werden die hierbei zu berechnenden Quadraturgewichte
durch Approximation des Cauchy’schen Integral gelöst. Im Gegensatz dazu werden in
der vorliegenden Arbeit geschlossene Ausdrücke für die Gewichtsberechnung entwickelt –
ein Vorgehen, dass von Hackbusch et al. erstmals zur Behandlung der skalaren Wellenglei-
chung herangezogen wurde. Sogesehen kann die vorgeschlagene Methode als Erweiterung
dieser Idee auf die lineare Elastodynamik angesehen werden.

Es zeigt sich, dass die sich ergebenden Ausdrücke Eigenschaften aufweisen, die bereits
von einer anderen Art Zeitdiskretisierung basierend auf Interpolation der Feldgrößen be-
kannt sind. Dieses Verfahren führt bei analytischer Behandlung der Faltung auf stück-
weise definierte Gewichtsfunktionen. Die neu entwickelten Ausdrücke zeigen ähnliche
Eigenschaften, die wiederum als Basis für eine effizientere Behandlung dienen. Durch die
Verwendung von hierarchischen Matrizen können die ansonst vollbesetzten Matrizen teil-
weise durch Nullblöcke ersetzt werden, was zu einem verringerten Speicheraufwand führt.
Weiters wird mittels kubischer Spline-Interpolation die Kernauswertung in den Integrati-
onsroutinen beschleunigt.

Der letzte Teil der Arbeit ist numerischen Versuchen gewidmet. Diese umfassen Konver-
genzstudien sowie Effizienzmessungen hinsichtlich Berechnungsaufwand und Speicherbe-
darf. Die Ergebnisse zeigen, dass die vorgeschlagene Randelementformulierung basierend
auf der Faltungsquadraturmethode unter Verwendung der effizienten Speicherung geeig-
net ist, den Speicher- und Berechnungsaufwand deutlich zu reduzieren. Neben einigen
akademischen Beispielen wird auch ein Halbraumbeispiel untersucht.
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Notation

Unless stated explicitly in the text, the following notation is used throughout the thesis.

General symbols

i, j, k, `, m, n, p, q, r, ... indices ∈ N0
a, b, ... scalars
a, b, ... vectors, first order tensors
ai, bi, ... vector components
ei unit vector in direction i
A, B, ... matrices, second order tensors
Ai j, Bi j, ... matrix components
(·)T transposition
(·),i, ∂xi differentiation with respect to xi
∂nx normal derivative
˙(·), ∂ t differentiation with respect to t

ℜ Real part of complex number
δ (·) Dirac distribution
δi j Kronecker delta
H(·) Heaviside step function
ˆ(·) Laplace-domain function
L(·) Laplace transform
L−1(·) Inverse Laplace transform
∗ convolution
supp(·) support of function
i imaginary unit
⊗ outer vector product
|| · ||F Frobenius matrix norm
|| · ||L2 L2 matrix norm

Special symbols

Ω domain
Γ,∂Ω boundary of the domain
Γh approximation of boundary, i.e., the triangulation
Γk a single triangle that is part of the triangulation
Γ reference triangle
Ak surface area of Γk
ne number of elements belonging to the triangulation

iii



t time
∆t timestep size
% density
ν Poisson’s ratio
E Young’s modulus
T fixed end time of computation
Nt final timestep of computation
x, y, r, d spatial vectors ∈ R3

x, y reference vectors ∈ R2

n(x) outward normal vector at x
ui displacement vector component
ti traction vector component
bi body force vector component
σi j 2nd order Cauchy stress tensor
εi j 2nd order linearized strain tensor
Ci jkl 4th order material tensor
λ , µ Lamé constants
c1, c2 wave velocities
s Laplace parameter
Ai j (∂x) Lamé operator
Mi j (∂x,n(x)) Günter operator
Ti j (∂x,n(x)) Stress operator
Ui j (r, t) time-domain displacement fundamental solution
Ti j (r, t) time-domain traction fundamental solution
Ûi j (r,s) Laplace-domain displacement fundamental solution
T̂i j (r,s) Laplace-domain traction fundamental solution
Ci j (x) jump at position x on the boundary Γ

ω
(n)
i j (r), θ

(n)
i j (r) convolution weight at n-th timestep

ϕ
t,0
m (t) temporal shape function (constant, discontinuous)

ϕ
t,1
m (t) temporal shape function (linear, continuous)

ϕ
s,0
k (t) spatial shape function (constant, discontinuous)

ϕ
s,1
k (t) spatial shape function (linear, continuous)

γ (ξ ) characteristic rational function of multistep method
εsupp accuracy of the support detection algorithm
εlwr accuracy of the low-rank approximation
εSV D accuracy of the singular value decomposition
J Jacobian matrix
Σ covariance matrix
Cli

x,Cli
y cluster

bmin minimum leaf cluster size
σp singular value
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` mesh refinement index
err`abs absolute error
err`rel relative error
e`u, e`t pointwise error for displacements and tractions
eoc exponent of convergence
nt number of relevant timesteps
nr number of interpolation points (cubic spline interpolation)
tass,dns, tsol,dns dense assembling and solution time
tass,e f f , tsol,e f f efficient assembling and solution time

v





1 INTRODUCTION

1.1 State of the Art

The Boundary Element Method (BEM) is a well established method for the numerical sim-
ulation of real world physical problems. Besides the main advantage of reduced dimen-
sionality, a particular strength is the fact that it can be used for infinite and semi-infinite
domains.

However, compared with other standard numerical schemes, some drawbacks have to be
considered. Not only the higher complexity in terms of computational effort and storage
requirements, but also the implementation difficulties cause the method to be usually a
number-two choice. Besides the fact that the advantage of reduced dimensionality can
solely be preserved for the restriction to linear problems.

Fortunately, the efforts of the last two decades, termed ’fast methods’, led to an increased
attraction of the method. Yet, these improved numerical procedures have influenced almost
all branches of problems that are treated by the BEM.

From an engineers point of view, textbooks like, e.g., Dominguez [24], Wrobel [91], Ali-
abadi [6], Gaul et al. [39] and Gaul and Fiedler [37] provide the necessary prerequisites
while a mathematical foundation is given, e.g., in the textbooks of Bonnet [17], Sauter and
Schwab [81], Steinbach [87] and Hsiao and Wendland [49]. Concerning the mentioned
fast methods, the reader is recommended to consult, e.g., the review paper of Nishimura
[71].

Transient Elastodynamics Research in wave propagation through linear elastic con-
tinua has a long history with numerous scientists and engineers working in this particular
field. There exist a vast number of excellent textbooks on this topic like, e.g., [3, 27, 28,
40, 54, 69] just to mention a few.

Besides the Finite Element Method that became more and more important in the sixties
of the last century, the Boundary Element Method was initially used for the numerical
treatment of this particular transient problem by authors like Burridge [19], Cole et al.
[21] and Mansur [63]. Many researchers followed and laid the foundation for a broad
application in science and engineering. The reader is recommended to consult, e.g., [4, 6,
8, 24] for the basics of transient elastodynamics from an engineers point of view.

1



2 1 Introduction

Since then, a vast number of extensions have been developed such as coupling, fluid struc-
ture interaction, inverse problems, crack propagation and more sophisticated material mod-
els like, e.g., anisotropy, plasticity and viscoelasticity (see, e.g., the reviews [14, 15]). A
comprehensive list of references sorted by topics can be found in the bibliography of [17].
Up to the late eighties, all these approaches shared one thing in common: the temporal
interpolation of the field variables. Based on this interpolation, the convolution integral
that shows up in the integral equations for transient elastodynamics is usually solved ana-
lytically. It transpires that the arising methods are in general very sensitive with respect to
the choice of the timestep size. This turns out to be a major drawback that is addressed in
more detail in [34, 73]. Even though efforts for the stabilization have been made (see, e.g.,
[5, 16, 65]), instabilities are still an issue for this particular type of time discretization.

At the end of the eighties of the last century, an alternative treatment of the convolution
integral has been developed by Lubich [58, 59]. Within this approach, an inverse Laplace
transformation technique accompanied by a multistep method is utilized to compute ap-
proximations of the convolution integral. Right after its development, Lubich and Schnei-
der [62] were the first that used the new method for the treatment of parabolic boundary
integral equations. Since then, the Convolution Quadrature Method (CQM) became a stan-
dard time discretization scheme for transient Boundary Element formulations. A particular
advantage of the method is the fact that solely the Laplace-domain fundamental solution
has to be known. This offers the opportunity to treat some more sophisticated problems
like, e.g., visco- and poroelasticity [38, 84, 85, 86] and, quite recently, partially saturated
poroelastic problems [57]. A large list of references of a successful application of the
CQM can be found in [61] and [9] .

Even if the Boundary Element Method has the great advantage of reduced dimesionality,
the storage requirements turn out to be an essential restriction. Great efforts have been
made to apply fast techniques to the elastodynamic problem as well. For time-domain
problems these include the application of low-rank approximation techniques [13, 67,
89, 90] while within the last decade the fast multipole method based on a publication
of Rokhlin [78] and Greengard and Rokhlin [41] has been adopted for elastodynamics in
frequency-domain [20, 80].

Since this thesis is devoted to the improvement of time-domain BEM formulations for
elastodynamics, a short overview – certainly without claiming completeness – of the recent
publications in this field should be given. A course of action that is chosen by Rizos and
Karabalis [75] and Rizos and Loya [76] makes use of B-spline techniques to establish time-
domain BEM formulations, while in the context of fast methods and large problem sizes,
the plane-wave time-domain (PWTD) approaches of Takahashi et al. [89] and Otani et al.
[72] have to be mentioned. Regarding the wide range of CQM-based time-domain BEM
formulations, Schanz and Antes [85] were the first to apply the operational quadrature
to elastodynamics. While Kielhorn and Schanz [53] present a symmetric Galerkin time-
domain BEM formulation, Banjai et al. [10] investigate the applicability of Runge-Kutta



1.2 Outline 3

methods instead of the usually used BDF-2 formula. In the field of crack propagation, the
publications of Zhang [92], Zhang [93], Zhang and Savaidis [94] and Garćia-Sánchez et al.
[35] make use of the CQM as well as the publications of Rüberg and Schanz [79], Ferro
et al. [30] and Ferro [29] in the context of coupling.

An essential task within the application of the CQM is the computation of the convolution
weights. Due to the fact that the weights originate from a series expansion, the computation
requires the numerical evaluation of partial derivatives – a task that is usually done via
approximations of the Cauchy integral. All of the above mentioned publications share this
strategy in common. Quite recently, Hackbusch et al. [44] as well as Monegato et al. [70]
proposed a methodology that uses a ’direct’ evaluation based on closed-form expressions.
While the first publication makes use of the BDF-2 the latter one proposes a practical
application of higher order schemes even though stability criteria are violated. However,
up to now a direct evaluation is limited to the transient scalar wave equation.

From this perspective, this thesis deals with the same problem as the CQM-based method
presented by Schanz and Antes [84] in 1997. However, some new aspects allow for
the construction of an efficiency improved algorithm. At first, instead of making use of
the standard weight computation, i.e., the approximation of Cauchy’s integral, the direct
weight evaluation is extended from the scalar wave equation to the elastodynamic case.
Additionally, as a result of the investigations of the derived closed-form expressions, strong
similarities between these expressions an the weights obtained by a temporal interpolation
of the field variables are worked out. Essentially this is the local support of the weight
functions. Consequently, a second new aspect is introduced – the derivation of an effi-
ciency improved Boundary Element formulation that is capable to work with both time
discretizations, the one based on temporal interpolation as well as the convolution quadra-
ture. Roughly speaking, the present thesis establishes a time-domain Boundary Element
formulation that allows for a reduction of memory and computational effort and addition-
ally closes the gap of the direct CQM-weight evaluation for elastodynamics.

1.2 Outline

This thesis basically deals with two new aspects that are introduced for elastodynamics in
time-domain treated with the Boundary Element Method:

1. a derivation of closed-form expressions for the convolution weights and its applica-
tion within the CQM based time discretization

2. the development of an efficient formulation that is capable to deal with the two stan-
dard time discretizations based on hierarchical matrices



4 1 Introduction

All necessary derivations and detailed investigations are embedded into the following five
chapters that assemble the thesis.

Chapter 2 provides the preliminaries for the formulation of the elastodynamic problem in
time-domain. Starting from the global equilibrium, the Partial Differential Equation (PDE)
is derived. Subsequently, after definition of the required differential operators, the basic
singular solutions are introduced where, finally, the integral equation of the problem is
obtained.

Chapter 3 addresses both, the temporal as well as the spatial discretization of the underly-
ing Boundary Integral Equation. Two temporal discretizations are investigated side by side
– a well-known version based on temporal interpolation of the field variables with subse-
quent analytic convolution and a formulation that makes use of the convolution quadrature
to directly obtain a time discretization. This description allows for a direct comparison of
both discretizations throughout the thesis, which turns out to be quite instructive.

At the end of chapter 3, a fully discrete version of the underlying Boundary Integral Equa-
tion is obtained. A main part of this chapter is devoted to the derivation of closed-form
expressions for the CQM weights. Since this approach is different from what is usually
done, the derived functions are investigated in more detail.

Chapter 4 introduces all concepts that were used to come up with an efficient Boundary
Element formulation. Besides the crucial routines for numerical integration of regular and
weakly singular kernel functions, the collocation schemes for the direct and indirect ap-
proach are described. A further main part is dedicated to the construction of an efficient
formulation. This concept, based on hierarchical matrices and cubic spline interpolation,
allows to incorporate the local support information of the weights to ’sparsify’ the sys-
tem matrices. Hence, all necessary structures and procedures that are part of the efficient
formulation are described in here.

Chapter 5 provides numerical experiments with the formulations based on the two different
time discretizations. Subsequent to a general test of Single and Double Layer Potential via
an indirect approach, the validation of the proposed method is accomplished via a Dirichlet
problem. Within this particular direct approach example all introduced procedures are
investigated. Additionally, the well known mixed problem of a rod is computed as well
as a halfspace blasting physics example. The experiments are quantified by means of
convergence, savings in memory and computational effort.

It must be stated clearly that the main findings of this thesis are published in [51].



2 BOUNDARY VALUE PROBLEM

In this chapter, the main prerequisites for the formulation of the Boundary Value Prob-
lem are recapitulated. Note that according to Einstein’s summation convention, a sum is
implied for expressions containing repeated indices.

2.1 Linear Elastodynamics

Consider a body Ω with boundary Γ = ∂Ω defined in R3 occupied by a homogeneous
elastic medium at a time interval [0,T ] where t is the time parameter and T ∈ R+ denotes
a fixed end time. The balance of momentum and angular momentum ensure that the com-
plete body is in equilibrium. Hence, the balance of momentum (see, e.g., [7]) serves as a
starting point for the derivation of the Partial Differential Equation for linear elastodynam-
ics ∫

Γ

ti (x,n(x) , t)dΓ+
∫
Ω

%bi (x, t)dΩ =
∫
Ω

%üi (x, t)dΩ. (2.1)

In equation (2.1), x denotes a spatial point inside the body or on its boundary with a
corresponding outward unit normal n(x). Further, with i, j = 1,2,3, ui (x, t) denotes the i-
th component of the displacement vector. The same holds true for the traction ti (x,n(x) , t)
on the boundary and the body forces bi (x, t) that act inside the body. Finally, % is the
density that is assumed to be a constant, and the double dot indicates twice a differentiation
with respect to the time parameter.

For a given stress state σi j (x, t) and a normal vector ni (x, t), the tractions are related by
Cauchy’s lemma (see, e.g., [7])

ti (x,n(x) , t) = σ ji (x, t)n j (x, t) . (2.2)

With the divergence theorem∫
Γ

fi (x, t)ni (x)dΓ =
∫
Ω

fi,i (x, t)dΩ (2.3)

equation (2.1) is rewritten to∫
Ω

σ ji, j (x, t)dΩ+
∫
Ω

%bi (x, t)dΩ =
∫
Ω

%üi (x, t)dΩ. (2.4)

5



6 2 Boundary Value Problem

Bearing in mind that this equation has to be fulfilled at any point of the volume gives

σi j, j (x, t)+%bi (x, t) = %üi (x, t) . (2.5)

Note that in (2.5) the symmetry of the Cauchy stress tensor has been used – an implication
of the fulfillment of the balance of angular momentum.

The PDE is sought to be dependent solely on the displacements and its spatial and temporal
derivatives. To this end, in order to compute the stresses based on geometric information,
it is essential to establish a strain measure as well as a constitutive law. In the framework
of linear theory the definition of the linearized strains reads

εi j (x, t) =
1
2
(
ui, j (x, t)+u j,i (x, t)

)
. (2.6)

Countless applications in mechanics rely on this strain measure that is obtained by consid-
ering solely the linear contributions of a general nonlinear theory (see [3]). By utilizing
Hooke’s law, the linearized strains are linearly related to the Cauchy stresses σi j (x, t) via
a fourth order material tensor Ci jkl

σi j (x, t) =Ci jklεkl (x, t) with k, l = 1,2,3. (2.7)

For subsequent derivations, the material under consideration is assumed to be isotropic.
This assumption accompanied with the symmetry properties of the involved quantities
allows to reduce the material constants to two independent ones, usually denoted Lamé
parameters λ and µ . Hence,

σi j (x, t) = 2µεi j (x, t)+λεkk (x, t)δi j (2.8)

and thus, by substitution of (2.8) into (2.5) a PDE is given that solely depends on the
displacements u(x, t) and its spatial and temporal partial derivatives

(λ +µ)u j,i j (x, t)+µui, j j (x, t)+%bi (x, t) = %üi (x, t) . (2.9)

At this stage, a further assumption is introduced: vanishing body forces. The remaining
equation serves as underlying Partial Differential Equation that is used throughout the
thesis

(λ +µ)u j,i j (x, t)+µui, j j (x, t) = %üi (x, t) . (2.10)

It is well known from theory that the linear elastic transient problem can be decomposed
with the Lamé potentials into two wave equation problems. This proves the existence
of both, a compression and a shear wave that occur in elastodynamics – a fact that is
as well observed from experiments. A complete decomposition as well as many more
details can be found, e.g., in textbooks [3] and [27]. The velocities of the compression and
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shear wave are subsequently denoted c1 and c2 and are related to the Lamé parameters via
c2

1 = (λ+2µ)/% and c2
2 = µ/% such that(

c2
1− c2

2
)

u j,i j (x, t)+ c2
2ui, j j (x, t) = üi (x, t) (2.11)

holds. Although the problem at hand is defined in time-domain, it is essential for fur-
ther purposes to additionally state the problem in Laplace-domain as well. To this end
the Laplace parameter s ∈ C with ℜ(s) > 0 is introduced. At this stage another crucial
assumption is established: vanishing initial conditions. Thus, with the aid of the Laplace
transform rules, the partial differential equation reads

(λ +µ) û j,i j (x,s)+µ ûi, j j (x,s) = %s2ûi (x,s) . (2.12)

2.2 Differential Operators for Linear Elasticity

The forthcoming derivations make extensive use of operator notation. To this end, some
crucial operators are defined in the following subsections where the abbreviations ∂xi =
∂/∂xi and ∂ t = ∂/∂ t are used. Additionally, ∂nx denotes the directional derivative at point x
with respect to the direction defined by n(x).

2.2.1 Lamé Operator Ai j (∂x)

The Lamé differential operator is defined

Ai j (∂x) = δi jµ∂xk∂xk +(λ +µ)∂xi∂x j. (2.13)

With the aid of this operator, the homogeneous elastodynamic problem in time-domain
(2.10) and Laplace-domain (2.12) are reformulated to(

Ai j (∂x)−%δi j∂ t2)u j (x, t) = 0 (2.14)(
Ai j (∂x)−%δi js2) û j (x,s) = 0. (2.15)

2.2.2 Günter OperatorMi j (∂x,n(x))

The Günter operator is defined in a slightly modified form according to [42] by

Mi j (∂x,n(x)) = n j (x)∂xi−ni (x)∂x j. (2.16)
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2.2.3 Stress Operator Ti j (∂x,n(x))

The linear elastic behavior (i.e., Hooke’s law) is represented in terms of the Lamé constants
as introduced in subsection 2.1. Here, two stress operators are introduced that can act on
displacement fields. A standard form can be found, e.g., in [55]

Ti j (∂x,n(x)) = λni (x)∂x j +µn j (x)∂xi +µδi j∂nx. (2.17)

Simple computations (adding and subtracting) yield an alternative representation involving
the Günter derivatives

Ti j (∂x,n(x)) =2µMi j (∂x,n(x))
+(λ +2µ)ni (x)∂x j−µn j (x)∂xi +µδi j∂nx. (2.18)

2.3 Fundamental Solutions

Fundamental solutions play an essential role in the field of Boundary Integral Equations.
For a given pair of spatial points x,y∈R3 with radius r= y−x∈R3 two singular solutions
are presented, namely, the displacement and the traction fundamental solution in both, time
and Laplace-domain.

Remark 1. Since a main part of this thesis makes use of the Laplace-domain fundamental
solutions, attention is paid primarily on these singular solutions in the sequel.

2.3.1 Laplace-Domain Fundamental Solutions

Displacement Fundamental Solution Consider the Partial Differential Equation with a
space concentrated right hand side(

Ai j (∂y)−%δi js2)Û jk (r,s) =−δikδ (r) . (2.19)

A function Û jk (r,s) that fulfills the above equation in the distributional sense is called
a fundamental or singular solution. For a large set of problems fundamental solutions
can be constructed. The reader is recommended to consult, e.g., [22] for the derivation
of this singular solution. For our purposes, the notation of Cruse [22] has proven to be
convenient

Ûi j (r,s) =
1

4π%c2
2

(
δi jψ (r,s)− r,ir, jχ (r,s)

)
(2.20)
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with functions

ψ (r,s) =
(

c2
2

s2r2 +
c2

sr
+1
)

1
r

e−
rs
c2 −

c2
2

c2
1

(
c2

1
s2r2 +

c1

sr

)
1
r

e−
rs
c1 (2.21)

χ (r,s) =
(

3c2
2

s2r2 +
3c2

sr
+1
)

1
r

e−
rs
c2 −

c2
2

c2
1

(
3c2

1
s2r2 +

3c1

sr
+1
)

1
r

e−
rs
c1 . (2.22)

It is worth noting that indeed this function fulfills equation (2.15) column-wise for all
points r 6= 0 – a property that is shown in appendix A.1.

Traction Fundamental Solution A second fundamental solution is defined by applica-
tion of the traction operator onto the displacement fundamental solution (2.20)

T̂i j (r,s) = T jk (∂y,n(y))Ûki (r,s) . (2.23)

Remark 2. Note the transposition in the above definition. It is shown in A.1 that in this
representation, the traction fundamental solution as well fulfills the homogeneous PDE
column-wise.

By making use of the alternative representation of the stress operator (2.18), the traction
fundamental solution is defined

T̂i j (r,s) = 2µM jk (∂y,n(y))Ûki (r,s)−
1

4π
δikM jk (∂y,n(y))

(
1
r

e−
rs
c1

)
+

1
4π

ni (y)∂y j

(
1
r

e−
rs
c1 −1

r
e−

rs
c2

)
+δi j

1
4π

∂ny

(
1
r

e−
rs
c2

)
. (2.24)

Details for the derivation of the above expression are given in appendix A.1. Using the
identity

∂yi

(
1
r

e−
rs
cα

)
=−1

r
e−

rs
cα

ri

r2 −
s

cα

1
r

e−
rs
cα

ri

r
, (2.25)

the traction fundamental solution, finally, reads

T̂i j (r,s) = 2µM jk (∂y,n(y))Ûki (r,s)−
1

4π
δikM jk (∂y,n(y))

(
1
r

e−
rs
c1

)
+

1
4π

1
r

ni (y)r j

r

(
−
(

1+
sr
c1

)
1
r

e−
rs
c1 +

(
1+

sr
c2

)
1
r

e−
rs
c2

)
+

1
4π

1
r

nk (y)rk

r
δi j

(
−1− sr

c2

)
1
r

e−
rs
c2 . (2.26)

Remark 3. This representation based on the alternative stress operator (2.18) is suitable
to perform an integration by parts technique in chapter 3 that allows for a Double Layer
Potential representation with reduced kernel singularity.
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2.3.2 Time-Domain Fundamental Solutions

The time-domain displacement fundamental solution is according to [27]

Ui j (r, t) =
1

4π%

(
0
f i j (r)

t
r2

(
H
(

t− r
c1

)
−H

(
t− r

c1

))
+

1
f i j (r)

(
1
c2

1
δ

(
t− r

c1

)
− 1

c2
2

δ

(
t− r

c2

))
+

2
f i j (r)δ

(
t− r

c2

))
(2.27)

with functions
0
f i j (r) =

(
3rir j

r3 −
δi j

r

)
,

1
f i j (r) =

rir j

r3 and
2
f i j (r) =

δi j

rc2
2

. (2.28)

The displacement fundamental solution allows for a computation of the displacements
Ui j (r, t) due to a space concentrated force applied at time t = 0 at the origin r = 0 in
direction e j. Additional information and theory can be found, e.g., in [3, 27].

Like in the Laplace-domain case, the traction fundamental solution is defined

Ti j (r, t) = T jk (∂y,n(y))Uki (r, t) . (2.29)

To obtain the time-domain equivalent of (2.26) consider the inverse Laplace transform
functions

L−1
(

e−
rs
cα

)
(t) = δ

(
t− r

cα

)
(2.30)

L−1
(

se−
rs
cα

)
(t) = δ̇

(
t− r

cα

)
, (2.31)

where δ̇

(
t− r

cα

)
denotes the derivative with respect to t in the distributional sense. Con-

sidering these expressions, the time-domain traction fundamental solution, finally, is

Ti j (r, t) = 2µM jk (∂y,n(y))Uki (r, t)−
1

4π
δikM jk (∂y,n(y))

(
1
r

δ

(
t− r

c1

))
+

1
4π

1
r

ni (y)r j

r

(
1
r

δ

(
t− r

c2

)
− 1

r
δ

(
t− r

c1

))
+

1
4π

1
r

ni (y)r j

r

(
1
c2

δ̇

(
t− r

c2

)
− 1

c1
δ̇

(
t− r

c1

))
− 1

4π

1
r

nk (y)rk

r
δi j

(
1
r

δ

(
t− r

c2

)
+

1
c2

δ̇

(
t− r

c2

))
. (2.32)
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2.4 Boundary Integral Equation

The solution of the Partial Differential Equation is sought as a weak solution thus, the
problem is reformulated in terms of an integral equation. The fundamental solution is used
as a test function. Applying integration by parts and the divergence theorem in addition
with the assumed homogeneous initial conditions leads to the representation formula or
Somigliana identity

ui (x̃, t) =
∫
Γ

[
Ui j (r̃)∗ t j (y)

]
(t)dΓ−

∫
Γ

[
Ti j (r̃)∗u j (y)

]
(t)dΓ with x̃ ∈Ω (2.33)

where r̃ = y− x̃ with x̃ ∈Ω and y ∈ Γ. A full derivation of the representation formula can
be found, e.g., in the textbook of Dominguez [24], Schanz [83] and the report of Steinfeld
[88].

Convolution integral Inherently present in the underlying BIE, the convolution integral
plays an important role in the framework of transient Boundary Element formulations.
Given two time dependent functions f (t) and g(t), the definition of the convolution inte-
gral reads

[ f ∗g] (t) =
t∫

0

f (t− τ)g(τ)dτ (2.34)

where causality of the functions f (t) and g(t) is assumed, i.e., f (t) = g(t) = 0 for t < 0.

A crucial step towards an integral equation that is entirely defined on the boundary is to
perform a limiting process that moves a point x̃∈Ω towards a point x∈ Γ on the boundary,
i.e., to apply a trace operator. To this end, it is convenient to extend the boundary by a small
spherical portion as indicated in figure 2.1. Equation (2.33) can now be reformulated by

lim
ε→0

ui (x, t) = lim
ε→0

∫
Γ:|y−x|≥ε

[
Ui j (r)∗ t j (y)

]
(t)dΓ+ lim

ε→0

∫
Γ:|y−x|=ε

[
Ui j (r)∗ t j (y)

]
(t)dΓ

− lim
ε→0

∫
Γ:|y−x|≥ε

[
Ti j (r)∗u j (y)

]
(t)dΓ− lim

ε→0

∫
Γ:|y−x|=ε

[
Ti j (r)∗u j (y)

]
(t)dΓ. (2.35)

The first integral on the right hand side in equation (2.35) represents a weakly singular
integral in the limit while the second integral turns out to vanish. It is well known from
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O x1

x2

x3

x

ε

Ω

Γ

Figure 2.1: Augmented boundary

theory that due to the strong singularity of Ti j (r, t) as y tends towards x, the third integral
has to be interpreted as a Cauchy Principal Value integral. Thus, (2.35) reduces to

ui (x, t)+ lim
ε→0

∫
Γ:|y−x|=ε

[
Ti j (r)∗u j (y)

]
(t)dΓ =

∫
Γ

[
Ui j (r)∗ t j (y)

]
(t)dΓ−−

∫
Γ

[
Ti j (r)∗u j (y)

]
(t)dΓ. (2.36)

The left hand side of (2.36), usually abbreviated as integral free term, exhibits the same
structure as in the static case. Its definition is

Ci j (x)u j (x) = δi ju j (x)+ lim
ε→0

∫
Γ:|y−x|=ε

Ti j (r)u j (y)dΓ (2.37)

with the elastostatic fundamental solution Ti j (r) (see, e.g. [87]). A detailed derivation of
the limitation process can be found in [88]. Furthermore, the computation of the integral
free term in practical applications is described in detail by [64]. The sought Boundary
Integral Equation (BIE), finally, reads

Ci j (x, t)u j (x) =
∫
Γ

[
Ui j (r)∗ t j (y)

]
(t)dΓ−−

∫
Γ

[
Ti j (r)∗u j (y)

]
(t)dΓ with x ∈ Γ. (2.38)

This equation is fully defined on the boundary Γ and its discretization, finally, leads to the
Boundary Element formulation. According to the common nomenclature the first integral
on the right hand side is denoted Single Layer Potential (SLP) while the remaining integral
is denoted Double Layer Potential (DLP).



3 DISCRETIZATION

This chapter establishes the strategies used to obtain a fully discrete version of the Bound-
ary Integral Equation (2.38). Since the problem exhibits a dependency on space and time,
both discretizations are treated separately.

3.1 Temporal Discretization

The temporal discretization requires a subdivision of the time interval. Therefore, the
interval of interest [0,T ] is divided into Nt equidistant intervals ∆t = T/Nt with t(n) = n∆t
and n = 0 . . .Nt . Here and in the sequel a parenthesized upper index (n) refers to the n-th
discrete time instant, i.e., quantities or functions evaluated at the indicated time instant
t(n).

This section introduces two concepts for the temporal discretization, more precisely, two
different methods for the computation of the convolution integral (2.34) are discussed.

1. TI-Formulation: temporal interpolation approach with analytic convolution

Provided that the closed-form expressions of the fundamental solutions in time-
domain are known, the field variables are interpolated via temporal shape functions.
With such locally defined functions, the convolution integral can be evaluated ana-
lytically. This is a basic approach that was used by the BEM community since its
early beginnings (see, e.g., [63]).

2. CQM-Formulation: convolution quadrature approach

The Convolution Quadrature Method (CQM), developed by Lubich [58, 59] in the
late eighties, is capable to compute approximations of the convolution integral. This
procedure requires solely the fundamental solutions in Laplace-domain. Thus, more
sophisticated problems can be solved since the derivation of fundamental solutions
is much more simple in the Laplace-domain case.

Whatever approach is chosen, the general form of what is obtained by the temporal dis-
cretization of (2.38) reads

Ci j (x)u(n)j (x) =
n

∑
m=0

∫
Γ

ω
(n−m)
i j (r) t(m)

j (y)dΓ−
n

∑
m=0
−
∫
Γ

θ
(n−m)
i j (r)u(m)

j (y)dΓ, (3.1)

13
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where the tensor-valued functions ω
(n)
i j (r) and θ

(n)
i j (r) will be called the n-th weight func-

tions in the sequel. The weight computation is investigated in the following subsections
for both approaches.

Remark 4. At this stage the superscript of ω(n−m) (r) is not entirely obvious – it is shown
in the sequel that this notation indeed makes sense.

3.1.1 Temporal Interpolation (TI)

Numerous formulations for the computation of transient BEM make use of this approach.
The reader is recommended to consult, e.g., [8, 63, 82, 88]. The time dependent displace-
ment and traction field are interpolated via temporal shape functions of zeroth and first
order such that

ti (x, t)≈
n

∑
m=0

ϕ
t,0
m (t) t(m)

i (x) (3.2)

ui (x, t)≈
n

∑
m=0

ϕ
t,1
m (t)u(m)

i (x) , (3.3)

with locally supported functions ϕ
t,0
m (t) and ϕ

t,1
m (t) illustrated in figures 3.1a and 3.1b.

For these shape functions the identities ϕ
t,0
m (tm) = ϕ

t,1
m (tm) = 1 hold true.

ϕ
t,0
m (t)

t
t(m−1) t(m)

(a) Constant temporal shape function ϕ
t,0
m (t)

ϕ
t,1
m (t)

t
t(m−1) t(m) t(m+1)

(b) Linear temporal shape function ϕ
t,1
m (t)

Figure 3.1: Temporal shape functions

Substitution of equations (3.2) and (3.3) in the original BIE (2.38) evaluated at time t(n)

gives

Ci j (x)u j

(
x, t(n)

)
=

n

∑
m=0

∫
Γ

t(n)∫
0

Ui j

(
r, t(n)− τ

)
ϕ

t,0
m (τ)dτ t(m)

i (y)dΓ

−
n

∑
m=0

∫
Γ

t(n)∫
0

Ti j

(
r, t(n)− τ

)
ϕ

t,1
m (τ)dτ u(m)

i (x)dΓ. (3.4)
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c = 1: τ2 < τ1 < t(m−1) < t(m)

c = 2: τ2 < t(m−1) < τ1 < t(m)

c = 3: τ2 < t(m−1) < t(m) < τ1

c = 4: t(m−1) < τ2 < τ1 < t(m)

c = 5: t(m−1) < τ2 < t(m) < τ1

c = 6: t(m−1) < t(m) < τ2 < τ1

Table 3.1: Case distinction for the constant shape functions ϕ
t,0
m (t)

The inner integral of the first expression on the right hand side of equation (3.4) defines
the weights

ω
(n−m)
i j (r) =

t(n)∫
0

Ui j

(
r, t(n)− τ

)
ϕ

t,0
m (τ)dτ . (3.5)

With the aid of the local support of ϕ
t,0
m (t) the integration reduces to

ω
(n−m)
i j (r) =

∫
supp

(
ϕ

t,0
m (t)

) Ui j

(
r, t(n)− τ

)
dτ =

t(m)∫
t(m−1)

Ui j

(
r, t(n)− τ

)
dτ . (3.6)

For the sake of readability the following abbreviation is introduced

τα = t(n)− r
cα

with α = 1,2. (3.7)

The integration results in a piecewise defined weight ω
(n−m)
i j (r), therefore six different

cases c = 1,2, . . . ,6 are distinguished (see table 3.1) and, thus, subsequently performing
the integration gives

ω
(n−m)
i j (r,c) =

1
2

0
f i j (r)

0
Ω(r,c)+

1
f i j (r)

1
Ω(r,c)+

2
f i j (r)

2
Ω(r,c) (3.8)

with abbreviations
i

Ω(r,c), i = 0,1,2 listed in table 3.2. The integration reveals a cru-
cial result, namely, the local support of the weight function ω

(n−m)
i j (r,c) in the Euclidean

distance r since the function returns nonzero values solely if

c2

(
t(n)− t(m)

)
< r < c1

(
t(n)− t(m)+∆t

)
(3.9)
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0
Ω(r,c)

1
Ω(r,c)

2
Ω(r,c)

c = 1,6: 0 0 0

c = 2: −
(

τ1− t(m−1)
)(

τ1 + t(m−1)−2t(n)
)

1 0

c = 3: −∆t
(

t(m)+ t(m−1)−2t(n)
)

0 0

c = 4: −(τ1− τ2)
(

τ1 + τ2−2t(n)
)

1 1

c = 5:
(

τ2− t(m)
)(

τ2 + t(m)−2t(n)
)

0 1

Table 3.2: Coefficients
i

Ω(r,c)

0
Ω(r,c)

1
Ω(r,c)

2
Ω(r,c)

c = 1,6: 0 0 0

c = 2: −
(

∆t (n−m)− r
c1
+∆t

)(
−∆t (n−m)− r

c1
−∆t

)
1 0

c = 3: −∆t (−2∆t (n−m)−∆t) 0 0

c = 4: −
(
− r

c1
+ r

c2

)(
− r

c1
− r

c2

)
1 1

c = 5:
(

∆t (n−m)− r
c2

)(
−∆t (n−m)− r

c2

)
0 1

Table 3.3: Rearranged Coefficients
i

Ω(r,c)

holds true.

By making use of identity (3.7) it can be seen that the weight solely depends on the dif-
ference of timestep indices (n−m) since the expressions of table 3.2 might be rearranged
according to table 3.3.

Besides this, the parenthesized expressions turn out to be invariant with respect to a fixed
timestep translation, i.e.,

ω
((n+a)−(m+a))
i j (r,c) = ω

(n−m)
i j (r,c) (3.10)

with a ∈ N0. Performing the same steps for the convolution integral of the second expres-
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sion of (2.38) allows for a definition of the weights

θ
(n−m)
i j (r,c) =

t(m+1)∫
t(m−1)

Ti j

(
r, t(n)− τ

)
ϕ

t,1
m (τ)dτ . (3.11)

Its expressions are derived in appendix B.1 and read as

θ
(n−m)
i j (r,c) = 2µM jk (∂y,n(y))ω

(n−m)
ki (r,c)− 1

4π
δikM jk (∂y,n(y))

0
Λ

(n−m) (r,c)

+
1

4π

ni (y)r j

r

1
Λ

(n−m) (r,c)+
1

4π

nk (y)rk

r
δi j

2
Λ

(n−m) (r,c) (3.12)

with a case distinction parameter c. Finally, with the weight functions (3.8) and (3.12) at
hand, equation (3.1) is obtained.

3.1.2 Convolution Quadrature Method

CQM fundamentals The following derivations are taken from [83] and serve as a basic
description of the method. Given two scalar temporal functions f (t) and g(t) the convo-
lution integral is recalled according to its definition (2.34)

[ f ∗g] (t) =
t∫

0

f (t− τ)g(τ)dτ .

It is assumed that both functions vanish for t < 0. Provided that the Laplace transformed
function f̂ (s) exists, f (t− τ) is substituted with the aid of the inverse Laplace transforma-
tion. Thus, equation (2.34) becomes

[ f ∗g] (t) =
1

2π i
lim

R→∞

c+iR∫
c−iR

f̂ (s)
t∫

0

exp(s(t− τ))g(τ)dτ ds (3.13)

with exchanged integration order. The real constant c is chosen such that the real parts of
all singularities of f̂ (s) are smaller than this constant c. It is convenient to abbreviate the
inner integral as a function x(t,s) that exhibits a dependency on t and s

x(t,s) =
t∫

0

exp(s(t− τ))g(τ)dτ . (3.14)

The problem of finding approximations of this integral is equivalent to the computation of
solutions of the first order Ordinary Differential Equation (ODE) of the form

ẋ(t,s) = sx(t,s)+g(t) with x(0,s) = 0. (3.15)
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To show the equivalence between the integration and the solution of the ODE, the problem
is rearranged and multiplied by a function u(t,s) = exp(−ts). Moreover, its time derivative
is u̇(t,s) =−u(t,s)s. Hence,

u(t,s) ẋ(t,s)−u(t,s)x(t,s)s = u(t,s)g(t) . (3.16)

With the definition of a function z(t,s) := u(t,s)x(t,s) a further statement of the problem
is given by

ż(t,s) = exp(−st)g(t) (3.17)

which is fully integrable with respect to the time variable t. Performing the integration on
both sides and dividing by u(t,s) finally yields the indefinite integral representation of the
solution

x(t,s) =
∫

exp(s(t− τ))g(τ)dτ +C (3.18)

and with the aid of the fundamental theorem of calculus (see, e.g., [48]) and the initial
condition x(0,s) = 0, the definite integral representation is given by

x(t,s) =
t∫

0

exp(s(t− τ))g(τ)dτ . (3.19)

Bearing in mind a discrete formulation, again the fixed end time T is considered. Further,
the time interval of interest [0,T ] is subdivided like in the temporal interpolation case
into Nt equidistant intervals of size ∆t with n = 0, ...,Nt . At a distinct timestep n, the
convolution is obtained by

[ f ∗g]
(

t(n)
)
=

1
2π i

lim
R→∞

c+iR∫
c−iR

f̂ (s)x
(

t(n),s
)

ds. (3.20)

Due to the fact that x
(

t(n),s
)

is formally interpreted as a solution of an ODE evaluated

at time t = t(n), approximations of the integral are sought utilizing such solutions. For
this purpose, multistep methods are introduced which are well established for such kind of
problems. A general definition of a k-th order multistep method for the linear differential
equation (3.15) is given by

k

∑
j=0

α jx(n+ j) = ∆t
k

∑
j=0

β j

(
sx(n+ j)+g(n+ j)

)
. (3.21)
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For the sake of readability the abbreviations x(n) ≈ x
(

t(n),s
)

and g(n) ≈ g
(

t(n)
)

are intro-
duced. Both sides of equation (3.21) are multiplied by ξ n (ξ ∈ C) and summed up from
n = 0 to infinity, thus

∞

∑
n=0

k

∑
j=0

α jx(n+ j)
ξ

n = ∆t
∞

∑
n=0

k

∑
j=0

β j

(
sx(n+ j)+g(n+ j)

)
ξ

n. (3.22)

It should be pointed out that the exponential representation ξ n must not be confused with
the superscript convention for timestep quantities. Furthermore, the expressions are rear-
ranged

k

∑
j=0

α j

∞

∑
n=0

x(n+ j)
ξ

n = ∆t
k

∑
j=0

β j

∞

∑
n=0

(
sx(n+ j)+g(n+ j)

)
ξ

n. (3.23)

Under the assumption of vanishing initial conditions, i.e., x(0) = x(1) = · · · = x(k−1) = 0
and g(0) = g(1) = · · ·= g(k−1) = 0, the following identities hold true

∞

∑
n=0

x(n+k)
ξ

n = ξ
−k

∞

∑
n=0

xnξ
n, (3.24)

∞

∑
n=0

g(n+k)
ξ

n = ξ
−k

∞

∑
n=0

gn
ξ

n. (3.25)

Consequently, (3.23) is rewritten to

k

∑
j=0

α jξ
− j

∞

∑
n=0

x(n)ξ n = ∆t
k

∑
j=0

β jξ
− j
(

s
∞

∑
n

x(n)ξ n +
∞

∑
n

g(n)ξ n
)

. (3.26)

With the characteristic rational function

γ (ξ ) =
k

∑
j=0

α jξ
− j

(
k

∑
j=0

β jξ
− j

)−1

, (3.27)

finally, a power series with coefficients x(n) is found

∞

∑
n=0

x(n)ξ n =

(
γ (ξ )

∆t
− s
)−1 ∞

∑
n=0

g(n)ξ n. (3.28)

Adopting equation (3.20) allows to insert the series representation

∞

∑
n=0

[ f ∗g]
(

t(n)
)

ξ
n =

1
2π i

lim
R→∞

c+iR∫
c−iR

f̂ (s)
(

γ (ξ )

∆t
− s
)−1

ds
∞

∑
n

g(n)ξ n. (3.29)
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The line integral can be converted into a closed contour integral (with a path C) if f̂ (s)
fulfills the assumptions | f̂ (s) | → 0 for ℜ(s)≥ c and |s| → ∞. In this case, the integration
along the semicircle can be added since it does not contribute. Furthermore, note that all
singularities are located in the plane left to the integration path defined by c except the one
that is additionally introduced at s = γ(ξ )/∆t. Finally, this representation is suitable to make
use of Cauchy’s integral formula [47]

∞

∑
n=0

[ f ∗g]
(

t(n)
)

ξ
n =

1
2π i

∮
C

f̂ (s)
γ(ξ )
∆t − s

ds
∞

∑
n=0

g(n)ξ n = f̂
(

γ (ξ )

∆t

)
∞

∑
n=0

g(n)ξ n. (3.30)

To get rid of the infinite sum a power series representation of f̂
(

γ(ξ )
∆t

)
is performed

f̂
(

γ (ξ )

∆t

)
=

∞

∑
n=0

ω
(n)

ξ
n. (3.31)

Introducing the power series into (3.30) yields

∞

∑
n=0

[ f ∗g]
(

t(n)
)

ξ
n =

∞

∑
m=0

ω
(m)

ξ
m

∞

∑
n=0

g(n)ξ n =
∞

∑
n=0

n

∑
m=0

ω
(n−m)g(m)

ξ
n, (3.32)

where the Cauchy product was used. Thus, the approximation of the convolution integral
can be written in terms of a sum

[ f ∗g]
(

t(n)
)
=

n

∑
m=0

ω
(n−m)g(m) with n = 0, . . . ,Nt . (3.33)

Evaluation of convolution weights What remains to be discussed is the evaluation of
the convolution weights ω(n), i.e., the expansion coefficients of equation (3.31). With the
aid of a Taylor series expansion around ξ = 0, the n-th weight is computed via

ω
(n) =

1
n!

∂ n

∂ξ n

(
f̂
(

γ (ξ )

∆t

))
ξ=0

. (3.34)

In general, two common strategies are distinguished:

• a ‘direct’ evaluation – closed-form expressions for ω(n) are sought

• a numerical evaluation – Cauchy’s integral formula is used
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Direct evaluation Naturally, the first idea is to find closed-form expressions for the n-
th partial derivative. This can be achieved for simple functions and low order multistep
methods, thus is a good choice in such circumstances. In the Boundary Elements commu-
nity this approach is used less frequently since the derivation of closed-form expressions is
rather elaborate. Even for simple fundamental solutions, like for the scalar wave equation
(see, e.g., [44]), the expressions get quite involved. Nevertheless, quite recent publica-
tions [44, 70] indicate an increasing attraction especially due to the fact that this approach
reveals some interesting physical properties.

Numerical evaluation The second, more common approach is to make use of Cauchy’s
differentiation formula (see, e.g., [47]) that allows to compute the n-th partial derivatives

∂ n

∂ξ n

(
f̂
(

γ (ξ )

∆t

))
=

n!
2π i

∮
C

f̂
(

γ (s)
∆t

)
(s−ξ )−(n+1) ds. (3.35)

Clearly, the evaluation at ξ = 0 yields

∂ n

∂ξ n

(
f̂
(

γ (ξ )

∆t

))
ξ=0

=
n!

2π i

∮
C

f̂
(

γ (s)
∆t

)
s−(n+1) ds. (3.36)

The contour C that lies in the range of analyticity of f̂ (s) is chosen to be a circle with a
radius R. Thus, a polar coordinate transformation s = Rexp(iφ) allows to reformulate
the contour integral

ω
(n) =

1
2π i

∮
C

f̂
(

γ (s)
∆t

)
s−(n+1) ds =

1
2π

2π∫
0

f̂
(
Rexp(iϕ)

∆t

)
(Rexp(iϕ))−n dϕ . (3.37)

Finally, the actual numerical evaluation is done via quadrature, e.g., the trapezoidal rule

ω
(n) =

R−n

Nt

Nt−1

∑
m=0

f̂
(

γ

(
Rexp

(
i
2πm
Nt

))
∆t−1

)(
Rexp

(
i
2πm
Nt

))−n

(3.38)

with RNt =
√

ε for a predefined error tolerance ε . The extensive theoretical framework
can be found in Lubichs’ publications [58, 59, 60, 61], whereas applications for elasto-
dynamics and viscoelastodynamics can be found in, e.g., [52, 84] for transient visco- and
poroelasticity [66, 83].

Backward-Differentiation-Formula BDF-2 Note that with equation (3.21) a general k-
th order multistep method was already introduced. A subclass of implicit multistep meth-
ods (i.e., β0 6= 0) are the Backward-Differentiation-Formulas that are frequently used for
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the CQM. For our purposes, it is convenient to use the 2-nd order BDF-2 scheme that still
meets all the requirements for the CQM in terms of stability and convergence.

In this case, the characteristic polynomial reads

γ (ξ ) =
1
2

ξ
2−2ξ +

3
2

. (3.39)

General derivations of all kinds of multistep methods including details about stability and
convergence can be found in, e.g., [23]. Requirements for the application to the CQM in
terms of stability and convergence can be found in Lubichs’ works [58, 59, 60, 61]. Even
though the higher order BDF schemes do not meet the CQM requirements, Monegato
et al. [70] propose the possible practical application for scalar wave equation problems.
Alternatives to the BDF schemes are, e.g., Runge-Kutta methods that have been used in
[10].

3.1.3 Direct Weight Evaluation for Elastodynamics

Instead of using the numerical evaluation, this section is devoted to the derivation of
closed-form expressions for the tensor-valued convolution weights occurring in the lin-
ear elastodynamic problem. A similar technique based on the BDF-2 scheme is originally
used by Hackbusch et al. [44] while, quite recently, Monegato et al. [70] apply the same
technique onto higher order multistep schemes. Both publications investigate the transient
scalar wave equation. In view of this, the presented derivations are the extensions of these
ideas to the elastodynamic case.

The Boundary Integral Equation (2.38) includes the Single and Double Layer Potential
which are treated separately in the sequel.

Single Layer Potential weights ω
(n)
i j (r) For the elastodynamic problem the Single Layer

Potential is defined by ∫
Γ

[
Ui j (r)∗ t j (y)

]
(t)dΓ.

Since the Laplace transform L
(
Ui j (r, t)

)
= Ûi j (r,s) is known (see equation (2.20)) an

approximation of the convolution integral for the n-th timestep is sought via the CQM
such that [

Ui j (r)∗ t j (y)
](

t(n)
)
≈

n

∑
m=0

ω
(n−m)
i j (r) t j

(
y, t(m)

)
. (3.40)
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The definition of the n-th weight reads

ω
(n)
i j (r) =

1
n!

∂ n

∂ξ n

(
Ûi j

(
r,

γ (ξ )

∆t

))
ξ=0

. (3.41)

According to the definition of the displacement fundamental solution (2.20) the weight is
rewritten to

ω
(n)
i j (r) =

1
4π%c2

2

(
δi j

(n)
ψ (r)− r,ir, j

(n)
χ (r)

)
(3.42)

with scalar functions

(n)
ψ (r) =

1
n!

∂ n

∂ξ n

(
ψ

(
r,

γ (ξ )

∆t

))
ξ=0

(3.43)

(n)
χ (r) =

1
n!

∂ n

∂ξ n

(
χ

(
r,

γ (ξ )

∆t

))
ξ=0

. (3.44)

Taking into account equations (2.21) and (2.22) and the fact that r and r remain constant
during the derivation, it turns out that attention has to be drawn onto the expressions

Pi
α (r,s) = exp

(
− rs

cα

)
s−i with i = 0,1,2. (3.45)

The n-th partial derivative divided by n! is abbreviated by

(n)

Pi
α (r) =

1
n!

∂ n

∂ξ n

(
Pi

α

(
r,

γ (ξ )

∆t

))
ξ=0

. (3.46)

Case i = 0 For
(n)

P0
α (r) an expression is provided in [44] involving the n-th Hermite poly-

nomial, denoted Hn (x), particularly

(n)

P0
α (r) =

1
n!

∂ n

∂ξ n

(
exp
(
−rγ (ξ )

cα∆t

))
ξ=0

=
1
n!

(
r

2cα∆t

) n
2

exp
(
− 3r

2cα∆t

)
Hn

(√
2r

cα∆t

)
. (3.47)

To find the two remaining expressions, the general Leibniz rule for differentiation (see,
e.g., [47]) is considered

∂ n

∂ξ n ( f (ξ )g(ξ )) =
n

∑
m=0

(
n
m

)(
∂ (n−m)

∂ξ (n−m)
f (ξ )

)(
∂ m

∂ξ m g(ξ )
)

. (3.48)
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Case i = 1

(n)

P1
α (r) =

1
n!

∂ n

∂ξ n

(
exp
(
−rγ (ξ )

cα

)
∆t

γ (ξ )

)
ξ=0

= ∆t
n

∑
m=0

1
n!

(
n
m

)(
∂ (n−m)

∂ξ (n−m)
exp
(
−rγ (ξ )

cα

))
ξ=0

(
∂ m

∂ξ m γ (ξ )−1
)

ξ=0

= ∆t
n

∑
m=0

1
m!(n−m)!

(
∂ (n−m)

∂ξ (n−m)
exp
(
−rγ (ξ )

cα

))
ξ=0

(
∂ m

∂ξ m γ (ξ )−1
)

ξ=0

= ∆t
n

∑
m=0

(n−m)

P0
α (r)

1
m!

(
∂ m

∂ξ m γ (ξ )−1
)

ξ=0︸ ︷︷ ︸
(m)

F1
α (r)

. (3.49)

To find the remaining expression
(m)

F1
α (r) a series expansion of γ (ξ )−1 at ξ0 = 0 is consid-

ered

γ (ξ )−1 =
∞

∑
i=0

(
1−3−(i+1)

)
ξ

i. (3.50)

Taking the m-th partial derivative yields

∂ m

∂ξ m

(
γ (ξ )−1

)
=

∞

∑
i=0

(
1−3−(i+1)

)
∂ m

∂ξ m

(
ξ

i) . (3.51)

Note that

∂ m

∂ξ m

(
ξ

i)=


0 if m > i

ξ i−m
m−1
∏
j=0

(i− j) else
(3.52)

and, thus, evaluating at ξ = 0, the sought expression reads

(m)

F1
α (r) =

∞

∑
i=0

(
1−3−(i+1)

)(
ξ

i−m
m−1

∏
j=0

(i− j)

)
ξ=0

=
(

1−3−(m+1)
)

m!. (3.53)

Finally,

(n)

P1
α (r) = ∆t

n

∑
m=0

(
1−3−(m+1)

) (n−m)

P0
α (r) . (3.54)
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Case i = 2 The same considerations as in the previous case allow for a definition

(m)

F2
α (r) =

1
m!

(
∂ m

∂ξ m γ (ξ )−2
)

ξ=0
. (3.55)

A rather cumbersome derivation leads to a series representation of the form

γ (ξ )−2 =
∞

∑
i=0

3−(2+i)
(

4+ i+3(2+i)i
)

ξ
i (3.56)

and thus, like in the previous case

(n)

P2
α (r) = ∆t2

n

∑
m=0

3−(2+m)
(

4+m+3(2+m)m
) (n−m)

P0
α (r) . (3.57)

With the aid of equations (3.48), (3.54) and (3.57) the scalar functions
(n)
ψ (r) and

(n)
χ (r) are

constructed with coefficients according to equations (2.21) and (2.22)

(n)
ψ (r) =

(
c2

2
r3

(n)

P2
2 (r)+

c2

r2

(n)

P1
2 (r)+

1
r

(n)

P0
2 (r)

)
−

c2
2

c2
1

(
c2

1
r3

(n)

P2
1 (r)+

c1

r2

(n)

P1
1 (r)

)
(3.58)

(n)
χ (r) =

(
3c2

2
r3

(n)

P2
2 (r)+

3c2

r2

(n)

P1
2 (r)+

1
r

(n)

P0
2 (r)

)

−
c2

2
c2

1

(
3c2

1
r3

(n)

P2
1 (r)+

3c1

r2

(n)

P1
1 (r)+

1
r

(n)

P0
1 (r)

)
.

(3.59)

These functions show an interesting property that turns over to the weight itself – local
support in the Euclidean distance r. In figures 3.2 and 3.3, the two scalar functions are
plotted for a parameter set

c1 = 1 m/s, c1 =

√
1
2

m/s, ∆t = 1s.

It can be seen that these functions indeed return non-zero values only in a certain range of
r.

These observations might be identified as a first similarity compared to the TI-Formulation,
where a corresponding behavior is implicitly given by the piecewise definition of the
weight functions.
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(a) n = 40 (b) n = 60 (c) n = 80

Figure 3.2: Surface plots of function
(n)
ψ (r) for different timesteps n

(a) n = 40 (b) n = 60 (c) n = 80

Figure 3.3: Surface plots of function
(n)
χ (r) for different timesteps n

Recurrence relations For the sake of completeness, the recurrence relations for the de-
rived expressions are listed. The derivation is based on the recursive definition of the
Hermite polynomial [2].

• Recurrence Relation for
(n)

P0
α (r)

(0)

P0
α (r) = exp

(
− 3r

2cα∆t

)
,

(1)

P0
α (r) =

2r
cα∆t

(0)

P0
0 (r) ,

(n+1)

P0
α (r) =

1
(n+1)

r
cα∆t

(
2
(n)

P0
α (r)−

(n−1)

P0
α (r)

)
.

The basic principle to obtain the recurrences is shown for
(n)

P0
α (r) in appendix B.2.
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• Recurrence Relations for
(n)

P1
α (r)

α0 (r) =
(0)

P0
α (r) , αn+1 (r) = αn (r)+

(n+1)

P0
α (r)

(0)

P1
α (r) =

2
3

∆t
(0)

P0
α (r) ,

(n+1)

P1
α (r) =

2∆t
3

(
αn (r)+

(n+1)

P0
α (r)

)
+

1
3

(n)

P1
α (r) .

• Recurrence Relations for
(n)

P2
α (r)

β0 (r) =
4

81

(0)

P0
α (r) , βn+1 (r) =

1
3

βn (r)+
4

81

(n+1)

P0
α (r)

δ0 (r) =
52
27

(0)

P0
α (r) , δn+1 (r) = δn (r)+βn (r)+

52
27

(n+1)

P0
α (r)

ζ0 (r) =
28
9

(0)

P0
α (r) , ζn+1 (r) = ζn (r)+δn (r)+

28
9

(n+1)

P0
α (r)

(0)

P2
α (r) =

4
9

∆t2
(0)

P0
α (r) ,

(n+1)

P2
α (r) =

∆t2

3

(
ζn (r)+

4
3

(n+1)

P0
α (r)

)
+

1
3

(n)

P2
α (r) .

It should be pointed out that α0 (r) and βn (r) must not be confused with the prefactors of
the multistep method introduced in (3.21).
Remark 5. For fine temporal discretizations, i.e., the interval ∆t becomes very small, the
evaluation with double precision data types can cause problems. A simple modification
that can be found in appendix B.2 shows how to treat the problem via a logarithm technique

to significantly improve the evaluation of the recurrence for expression
(n)

P0
α (r).

Singular behavior The singular behavior of the weight ω
(n)
i j (r) is investigated as r tends

towards zero. Bearing in mind the recurrences it turns out that the polynomial degree in
r is minimal for the zeroth timestep. Thus, series expansions of the functions (3.43) and
(3.44) around r = 0 give

(0)
ψ (r) =

1
2r

(
c2

1
c2

2
+1
)
+O (r)

(0)
χ (r) =

1
2r

(
c2

1
c2

2
−1
)
+O (r) . (3.60)

Considering that r,i = ri/r = er · ei, where er is the unit vector in the direction of r and ei is
the unit vector in the direction yi, the overall order of singularity of ω

(0)
i j (r) is O

(
r−1).
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Double Layer Potential weights θ
(n)
i j (r) With the aid of the traction fundamental solu-

tion approximations of the convolution integral are computed

[
Ti j (r)∗u j (y)

](
t(n)
)
≈

n

∑
m=0

θi j
(n−m) (r)u j

(
y, t(m)

)
(3.61)

via the definition of the Laplace-domain traction fundamental solution.

Applying the same strategies as for the Single Layer Potential, the existence of (2.24)
allows for a weight computation of the form

θ
(n)
i j (r) = 2µM jk (∂y,n(y))ω

n
ki (r)−

1
4π

δikM jk (∂y,n(y))
0
Λ

n (r)

+
1

4π

ni (y)r j

r

1
Λ

n (r)+
1

4π

nk (y)rk

r
δi j

2
Λ

n (r) (3.62)

with abbreviations

0
Λ

n (r) =
1
r

(n)

P0
1 (r)

1
Λ

n (r) =
1
r2

(
−

(n)

P0
1 (r)−

r
c1

(n)

P−1
1 (r)+

(n)

P0
2 (r)+

r
c2

(n)

P−1
2 (r)

)
2
Λ

n (r) =
1
r2

(
−

(n)

P0
2 (r)−

r
c2

(n)

P−1
2 (r)

)
. (3.63)

Note that the additional expression
(n)

P−1
α (r) can be computed via

(n)

P−1
α (r) =

1
∆t

2

∑
i=0

Fi

(n−i)

P0
α (r) with (3.64)

F0 =
3
2

, F1 =−2 , F2 =
1
2

and
(−2)

P0
α (r) =

(−1)

P0
α (r) = 0. (3.65)

Singular behavior Like in the previous case, the zeroth timestep is of interest regarding
the singular behavior. With the series expansion

1
r

(0)

P0
1 (r) =

1
r
− 3

2c1∆t
+O (r) (3.66)
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function
0
Λ 0 (r) exhibits a singularity order of O

(
r−1) while expanding

1
Λ

0 (r) =
9

8∆t2

(
1
c2

1
− 1

c2
2

)
+O (r) (3.67)

2
Λ

0 (r) =− 1
r2 −

3
2c1∆t

+O (r) (3.68)

shows that
1
Λ 0 (r) is regular and

2
Λ 0 (r) is O

(
r−2) as r→ 0.

With the derived weight functions equation (3.1) is obtained as well.

3.1.4 Investigation of Convolution Weights

In this subsection, the convolution weights obtained by both, the temporal interpolation
(see section 3.1.1) as well as the convolution quadrature (section 3.1.2) are investigated.
Since it was shown in the previous subsection that discrete approximations of the convo-
lution are obtained via equation (3.1) irrespective of what approach is chosen, it is evident
to assume similarities in the resulting weight functions.

Local support behavior A crucial effect that is more obvious for the temporal inter-
polation approach is the local support of the weight ω

(n)
i j (r) with respect to the Euclidean

distance r. The piecewise definition of the weight in equation (3.8) clearly indicates the lo-
cal support which is illustrated in the radialsymmetric plots of figure 3.4 for the component
ω

(n)
11 (r) . Although not self-evident, the weights obtained by the CQM exhibit a similar

property (see figure 3.5). Clearly, the fact that both weights return non-zero values solely
in a certain range of r becomes evident. It should be pointed out that in figure 3.5 large
ranges return very small values – even though no exact zero is obtained. Furthermore, note
the different scaling in the figures.

Remark 6. It should be pointed out that the term ‘local support’ is mathematically correct
solely for the piecewise defined weights arising from the temporal interpolation approach.
However, for the sake of readability, this terminology is as well used for the local effect
appearing for the weight functions obtained from the CQM based formulation.

Both figures rely on the parameters

c1 = 1 m/s, c1 =

√
1
2

m/s, ∆t = 1s, %= 1 kg/m3,

with r = κ (1,1,0)T where κ is a scaling parameter.
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(a) n = 10 (b) n = 20 (c) n = 30

Figure 3.4: Weights ω
(n)
11 (r) for different n (temporal approach)

(a) n = 10 (b) n = 20 (c) n = 30

Figure 3.5: Weights ω
(n)
11 (r) for different n (CQM)

Support bounds Due to the piecewise definition of ω
(n)
i j (r) for the temporal interpola-

tion approach sharp bounds for the local support can be established. Thus, according to
the cases 1 and 6 in table 3.1 and equation (3.8) a radius is defined to be part of the n-th
support if

c2t(n) ≤ r ≤ c1t(n+1) (3.69)

holds true. In the case of the CQM a different criterion has to be introduced. Recalling

the fact that the functions
(n)
ψ (r) and

(n)
χ (r) exhibit local support in r (see subsection 3.1.3)

they appear to be the quantities to be considered. Hence, a radius is defined to be part of
the local support if the inequality

√
(n)
ψ (r)2 +

(n)
χ (r)2 ≥ εsupp (3.70)

with a predefined accuracy εsupp holds true. For subsequent derivations it is essential to
know the range of the n-th local support in both cases. To this end two measures, the local
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support radii
(n)
r 1 and

(n)
r 2 are introduced:

(n)
r 1 ... largest radius that is part of the support
(n)
r 2 ... smallest radius that is part of the support.

For illustration reasons to gain more insight into the behavior of the local support a small
study on the support radii is presented. Again the parameters of the last paragraph are used.
Note that blue lines are associated with the TI-Formulation while red lines correspond to
the convolution quadrature. Furthermore, solid lines are associated with c1 and dashed

lines with c2. The well known property in the TI-Formulation – the fact that
(n)
r 1 ∝ nc1 and
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(a) Temporal Approach
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(b) CQM with εsupp = 10−6
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(c) CQM with εsupp = 10−3

Figure 3.6: Support radii for TI and CQM-Formulation

(n)
r 2 ∝ nc2 – shows up for the CQM as well. Figure 3.6 clearly indicates the behavior of both

formulations. It must be pointed out that a smaller support detection accuracy εsupp leads to
a larger support interval (compare figures 3.6b and 3.6c). These observations correspond
to the existence of the two elastic waves that occur in wave propagation through linear
elastic media. Thus, the local support of the weight even makes sense from a physical
point of view.

Although there is a significant difference between the two approaches it is interesting to
observe that for a refinement in the timestep width ∆t the CQM seems to approach the
temporal interpolation in the limit ∆t → 0 as is illustrated in figure 3.7 for a uniform re-
finement in ∆t where again the color blue refers to TI quantities and red corresponds to the
CQM quantities.

Summing up it can be said that the assumed similarities of the weight functions obtained
by the two different approaches indeed show up.
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Figure 3.7: Support radii for TI and CQM-Formulation: Uniform refinement of ∆t

3.1.5 Interval Detection Algorithm

A central task of the new formulation based on the CQM is the detection of the support
interval, i.e., the detection whether a weight returns values larger than a certain thresh-
old εsupp or not. To this end a numerical evaluation scheme has been implemented that
additionally uses results of the previous subsection 3.1.4.

Given the average edge length re, the maximum radius rmax, the accuracy εsupp and the
number of detection levels `max, the support interval corresponding to inequality (3.70) is
sought. For the sake of readability, the abbreviation

F (r) =

√
(n)
ψ (r)2 +

(n)
χ (r)2 (3.71)

is introduced. For the function F (r), plotted in figure 3.8a the radii
(n)
r 1 and

(n)
r 2 are detected

by performing the following steps:

An array of function pairs (ri,F (ri)) is constructed where, if F (ri)< εsupp holds true, the
pair is inserted with (ri,0).

1. insert initial pairs at re and rmax

2. insert initial guesses at r = c1t(n) and r = c2t(n−1) according to the weights obtained
from the TI-Formulation (3.8)

3. insert initial guesses at
(n−1)

r1 and
(n−1)

r2 from the previous timestep n−1

4. for each level ` do

4.1 search from the left for the interval in which the constant accuracy εsupp is cut
by a line defined by two neighboring pairs.
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4.2 insert an additional pair in the center of the detected interval

4.3 do the same from the right hand side

5. the argument of the first and last pair of the array that have a function value smaller

than εsupp are stored as
(n)
r 1 and

(n)
r 2 respectively

An illustration is given in figure 3.8 with different search levels for a parameter set

c1 = 1 m/s, c1 =

√
1
2

m/s, ∆t =
1

24
s n = 25 and εsupp = 10−3. (3.72)

Additionally, to gain more insight into the procedure, some more search levels are shown
in figure 3.9 with the accuracy εsupp indicated as dotted red line.
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Figure 3.8: Interval detection algorithm for search levels `= 0,1,2

It must be stated clearly that the author is aware of the fact that the shown algorithm is not
capable for the support detection of arbitrary functions F (r). However, for the detection
of the support of the weight functions corresponding to Single and Double Layer Potential
the algorithm has proven to be convenient which is mainly a result of the availability of
accurate initial guesses.
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Figure 3.9: Detailed sections for search levels `= 0,1,2,3,4

3.1.6 Regularization of the Double Layer Potential

Prior to the construction of the Boundary Element formulation, a weakly singular repre-
sentation of the Double Layer Potential

−
∫
Γ

[
Ti j (r)∗u j (y)

]
(t)dΓ with x ∈ Γ

is established. Inserting either equation (3.12), if the temporal interpolation is chosen, or
(3.62) for the choice of the CQM, the time discrete Double Layer Potential is

−
∫
Γ

[
Ti j (r)∗u j (y)

](
t(n)
)

dΓ =
n

∑
m=0
−
∫
Γ

M jk (∂y,n(y))
(

ω
n
ki (r)−

1
4π

0
Λ

(n−m) (r)
)

u j

(
y, t(m)

)
dΓ

+
1

4π

∫
Γ

ni (y)r j

r

1
Λ

(n−m) (r)u j

(
y, t(m)

)
dΓ

+
1

4π
δi j

∫
Γ

nk (y)rk

r

2
Λ

(n−m) (r)u j

(
y, t(m)

)
dΓ. (3.73)
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Note that due to the regularity of
1
Λ 0 (r), the Cauchy Principal Value integral in the sec-

ond expression becomes obsolete. The last expression converges as an improper integral
taking into account the last expression of equation (2.24) since it equals the Double Layer
Potential of the scalar wave equation (cf. [43, 55]).

For forthcoming derivations, two crucial assumptions are made:

1. the boundary Γ is closed

2. the displacement field u(x) is differentiable with respect to x ∈ Γ.

Under such assumptions, the Günter operator is used to perform an integration by parts
technique (more details can be found in [33, 46, 52]) that finally yields

−
∫
Γ

[
Ti j (r)∗u j (y)

](
t(n)
)

dΓ =

n

∑
m=0

∫
Γ

(
ω

(m−n)
i j (r)− 1

4π

0
Λ

(n−m) (r)
)
M jk (∂y,n(y))u(m)

k (y)dΓ

+
1

4π

∫
Γ

ni (y)r j

r

1
Λ

(n−m) (r)u(m)
j (y)dΓ

+
1

4π
δi j

∫
Γ

nk (y)rk

r

2
Λ

(n−m) (r)u(m)
j (y)dΓ (3.74)

and, hence, a weakly singular representation of the time-domain Double Layer Potential
has been established. Note that in the last step, the integral identity∫

Γ

M jk (∂y,n(y)) fki (r)u j (y, t)dΓ

=
∫
Γ

fi j (r)M jk (∂y,n(y))uk (y, t)dΓ (3.75)

has been used (see, e.g., [52, 54]) for an arbitrary tensor-valued function fi j (r).
Remark 7. In case of a time discretization based on temporal interpolation, the functions
i
Λ n (r) with i = 0,1,2 additionally depend on the integration case c.

3.2 Spatial Discretization

Additionally to the temporal discretization that has been established in the previous section
3.1, a discretization of the geometry, i.e., the boundary Γ and the spatial quantities is re-
quired to establish a fully discrete counterpart of the Boundary Integral Equation (2.38).
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3.2.1 Geometry Description

The Boundary Integral Equation naturally requires the integration of kernel functions over
the boundary. Most applications rely on complex geometries for which an analytical de-
scription is usually not possible. Thus, given an arbitrary boundary Γ, approximations Γh
are sought that describe the boundary as accurate as possible. This is usually achieved by
a triangulation of the boundary. Hence, the boundary Γ is approximated via a union of
disjoint triangles such that

Γ≈ Γh =
Ne⋃

n=1

Γn. (3.76)

It is crucial to interpolate the vector x on the boundary Γh based on the corresponding node
vectors. To this end, shape functions are introduced in the global coordinate system, such
that

x(x)≈
NN

∑
k=1

ϕ
s,1
k (x)xk and x j (x)≈

NN

∑
k=1

ϕ
s,1
k (x)x jk (3.77)

with ϕ
s,1
k (xk) = 1. Note that NN denotes the overall number of nodes belonging to the

triangulation, ϕ
s,1
k is the linear spatial shape function of first order and xk is the vector

defining the position of the k-th node (illustrated in figure 3.10).

ϕ
s,1
k (x)

Γh

x1
x2

x3 xk

Figure 3.10: Linear spatial shape function ϕ
s,1
k (x)

3.2.2 Field Description

Additionally to the geometry, the displacement field and the traction field are interpolated
as well. The displacements are interpolated via linear, continuous shape functions like the
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geometry such that

u(m)
j (x)≈

ND
N

∑
k=1

ϕ
s,1
k (x)u(m)

jk . (3.78)

Note that the sum is taken over all nodes belonging to the Dirichlet boundary ND
N . The

Neumann data are interpolated with the aid of constant, discontinuous shape functions
such that

t(m)
j (x)≈

NN
N

∑
k=1

ϕ
s,0
k (x) t(m)

jk , (3.79)

where a summation over the nodes belonging to the Neumann boundary NN
N is performed.

For the chosen constant, discontinuous distribution of Neumann degrees of freedom (dofs)
it is assumed that they are associated with the element’s midpoint as is illustrated in figure
3.11.
Remark 8. Note that in general a higher order interpolation for both, geometry and field
description, would be applicable too.

Γh

ϕ
s,0
k (x)

x1
x2

x3
xk

Figure 3.11: Constant spatial shape function ϕ
s,0
k (x)

With the aid of these interpolations, the Boundary Integral Equation is given in a fully
discrete representation

Ci j (x)
ND

N

∑
k=1

ϕ
s,1
k (x)u(n)jk =

n

∑
m=0

NN
N

∑
k=1

∫
Γh

ω
(n−m)
i j (r)ϕ

s,0
k (y)dΓ t(m)

jk

−
Nt

∑
m=0

ND
N

∑
k=1

∫
Γh

θ
(n−m)
i j (r)ϕ

s,1
k (y)dΓ u(m)

jk . (3.80)



38 3 Discretization

This might be rewritten to

n

∑
m=0

NN
N

∑
k=1

∫
Γh

ω
(n−m)
i j (r)ϕ

s,0
k (y)dΓ t(m)

jk =
ND

N

∑
k=1

 ∫
Γh

θ
(0)
i j (r)ϕ

s,1
k (y)dΓ+Ci j (x)ϕ

s,1
k (x)

u(n)jk

+
n−1

∑
m=0

ND
N

∑
k=1

∫
Γh

θ
(n−m)
i j (r)ϕ

s,1
k (y)dΓ u(m)

jk , (3.81)

with a separation of the last term of the temporal sum in equation 3.80. Solely for this
particular term the jump has to be considered. Subsequently, the notation is simplified
to

NN
N

∑
k=1

V 0
i jk (x) t(n)jk +

n−1

∑
m=0

NN
N

∑
k=1

V (n−m)
i jk (x) t(m)

jk =

ND
N

∑
k=1

K0
i jk (x)u(n)jk +

n−1

∑
m=0

ND
N

∑
k=1

K(n−m)
i jk (x)u(m)

jk (3.82)

with

V (n−m)
i jk (x) =

∫
Γh

ω
(n−m)
i j (r)ϕ

s,0
k (y)dΓ (3.83a)

K0
i jk (x) =

∫
Γh

θ
(0)
i j (r)ϕ

s,1
k (y)dΓ+Ci j (x)ϕ

s,1
k (x) (3.83b)

K(n−m)
i jk (x) =

∫
Γh

θ
(n−m)
i j (r)ϕ

s,1
k (y)dΓ with n 6= m. (3.83c)

Cut-off property The local support behavior of the weights has another crucial conse-
quence that has to be considered. Any domain discretization is bounded by definition thus,
r ≤ rmax. I.e, any radius r that can occur in the computation is bounded by a finite radius
rmax. This in turn allows to define a timestep nt such that for all following timesteps the
weight function is evaluated to zero (or at least to small values, depending on the chosen
accuracy εsupp if the CQM is used). This effect is commonly denoted temporal cut-off.



4 BOUNDARY ELEMENT FORMULATION

This chapter provides the necessary background for the construction of a Boundary El-
ement formulation that is based on the fully discrete version of the Boundary Integral
Equation that has been established in the last chapter.

4.1 Numerical Integration

It was shown in previous sections that the weight functions exhibit weak singularities for
the case that y approaches x and, thus, r→ 0. Bearing in mind the fact that the weights act
as kernel functions in the fully discrete Boundary Integral Equation (3.82) the numerical
integration has to be capable of dealing with both, regular and weakly singular kernel
functions. This section introduces the chosen concepts that have been used within the
implementation. Based on equations (3.83), the integrals to be computed are∫

Γh

fi j (r)ϕ
s,ι
k (y)dΓ =

∫
supp(ϕ

s,ι
k (y))

fi j (r)ϕ
s,ι
k (y)dΓ with ι = 0,1, (4.1)

where fi j (r) is a regular or at most weakly singular kernel function.

If ι = 0, the k-th support of the globally defined shape function is solely the triangle such
that ∫

supp
(

ϕ
s,0
k (y)

) fi j (r)ϕ
s,0
k (y)dΓ =

∫
Γk

fi j (r)ϕ
s,0
k (y)dΓ, (4.2)

whereas in the case of ι = 1 the support consists of the union of a finite number of triangles
with a common node xk. These triangles are grouped together in an index setP which leads
to a summation ∫

supp
(

ϕ
s,1
k (y)

) fi j (r)ϕ
s,1
k (y)dΓ = ∑

p∈P

∫
Γp

fi j (r)ϕ
s,1
k (y)dΓ. (4.3)

With this in mind it remains to be discussed how the integration over a single triangle is
performed. Instead of constructing the global shape functions ϕ

s,ι
k (y) explicitly, a mapping

y∈R2→ y∈R3 is established which allows to perform the integration on a local reference

39
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y1
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y1 = (0,0)T y2 = (1,0)T

y3 = (1,1)T

Γ

(a) Reference triangle in R2

x1

x2

x3

Γk

yI yJ

yK

(b) Real triangle in R3

Figure 4.1: Reference and real triangle

element rather than on the global element itself. A typical situation illustrating reference
and real element is given in figure 4.1. Given a triangle with global node vectors yI , yJ and
yK (see figure 4.1b) a substitution I→ 1, J→ 2, K→ 3 allows to access a vector y(y)∈ Γk
via the local coordinates

y(y) =
3

∑
k=1

ϕ
r,1
k yk and y j (y) =

3

∑
k=1

ϕ
r,1
k y jk (4.4)

with

ϕ
r,1
1 (y) = 1− y1, ϕ

r,1
2 (y) = y1− y2 and ϕ

r,1
3 (y) = y2. (4.5)

The actual integration is carried out on the reference triangle rather than the real triangle.
A coordinate transformation requires the Gram determinant (cf., e.g., [31])

dΓk =
√

det(JT J)dΓ, (4.6)

where J denotes the Jacobian matrix that is for flat, linear triangles

J =
(
y2−y1 y3−y2

)
∈ R3×2. (4.7)

Hence,

det
(
JT J
)
=

∣∣∣∣(y2−y1)
T (y2−y1) (y2−y1)

T (y3−y2)

(y3−y2)
T (y2−y1) (y3−y2)

T (y3−y2)

∣∣∣∣
= |(y2−y1)× (y3−y2) |2

= 4A2
k , (4.8)
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where the Lagrange identity has been used (cf., e.g., [48]), with Ak being the area of the
real triangle. Thus, the square root of the Gram determinant is simply twice the surface
area of the triangle √

det(JT J) = 2Ak. (4.9)

Therefore, the integration over a single element might be reformulated to∫
Γk

fi j (r)ϕ
s,ι
k (y)dΓk = 2Ak

∫
Γk

[
fi j (y(y)−x)ϕ

s,ι
k (y(y))

]
dΓ. (4.10)

4.1.1 Regular Integration

For situations in which x /∈ supp
(
ϕ

s,ι
k (y)

)
the limit case r→ 0 cannot occur, thus a stan-

dard q-point quadrature rule can be applied. Note that y` and w` denote the `-th quadrature
point and weight respectively.

The presented formulation makes use of a high order Gaussian quadrature where the
barycentric coordinates taken from [26] are mapped to the reference coordinates. All pre-
sented examples of section 5 rely on a 20 point quadratue rule.

Case ι = 0 In this case the integration is evaluated numerically by

2Ak

∫
Γ

[
fi j (y(y)−x)ϕ

s,0
k (y(y))

]
dΓ≈ 2Ak

q

∑
`=1

fi j (y(y`)−x)w`. (4.11)

Case ι = 1 The function ϕ
s,1
k (y) is interpolated such that it can be described by reference

coordinates. It is essential to note that in this situation one of the nodal vectors is the
common node vector yk as is indicated in figure 3.10. The interpolation of the global
shape function requires the determination of a local index v such that yk ≡ y(yv) holds
true. By using the local shape function that corresponds to this index it is ensured that the
correct part of the hat-like support is considered and thus,

2Ap

∫
Γ

[
fi j (y(y)−x)ϕ

s,1
k (y(y))

]
dΓ≈ 2Ap

q

∑
`=1

fi j (y(y`)−x)ϕ
r,1
v (y`)w`. (4.12)
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4.1.2 Singular Integration

In the singular case, i.e., x ∈ supp
(
ϕ

s,ι
k (y)

)
, a slightly modified numerical procedure is

utilized based on a publication by Lachat and Watson [56]. The main idea is to make use
of a triangle reference element that is degenerated from a bilinear quadrangle. The two
representations are given in figure 4.2.

y1

y2

y1 = (0,0)T y2 = (1,0)T

y3 = (1,1)T

Γ

y4 = (0,1)T

(a) Reference quadrangle in R2

y1

y2

y1 = y4 = (0,0)T y2 = (1,0)T

y3 = (1,1)T

Γ

(b) Degenerate quadrangle in R2

Figure 4.2: Two reference element situations

Due to the degeneration y1 = y4 the shape functions take the form

ϕ
d,1
1 (y) = (1− y1) , ϕ

d,1
2 (y) = y1 (1− y2) and ϕ

d,1
3 (y) = y1y2. (4.13)

The investigation of the Gram determinant reveals the improvement that is achieved by
such a treatment. It turns out that the Jacobian matrix for the degenerate reference in
figure 4.2b reads

J =
(
y2−y1 + y2 (y3−y2) y1 (y3−y2)

)
∈ R3×2 (4.14)

and, subsequently, with the aid of the Lagrange identity

det
(
JT J
)
= |((y2−y1)+ y2 (y3−y2))× y1 (y3−y2) |2

= |(y2−y1)× y1 (y3−y2) |2

= 4y2
1A2

k . (4.15)

Thus, √
det(JT J) = 2y1Ak. (4.16)

The square root of the Gram determinant additionally depends on the local coordinate y1
such that it vanishes for y1→ 0.
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Remark 9. To make use of the effect, the indices are permuted such that the singular
point is located at x ≡ y(y1). In such circumstances the singularity that is located in the
origin of the degenerate reference triangle is compensated by the square root of the Gram
determinant in the integration.

Case ι = 0 For constant shape functions the strategy to follow is a split of the original
triangle Γk into three subtriangles Γk,s. Thus, the integration is reformulated to

∫
Γk

fi j (r)ϕ
s,0
k (y)dΓ =

3

∑
s=1

∫
Γk,s

[
fi j (y(y)−x)ϕ

s,0
k (y(y))

]
dΓ. (4.17)

For each integration in the sum of equation (4.17) the permutation to x ≡ y(y1) is per-
formed and, hence, its numerical evaluation reads∫

Γk.s

[
fi j (y(y)−x)ϕ

s,0
k (y(y))

]
dΓ≈ Ak,s

q

∑
`=1

y` fi j (y(y`)−x)w`. (4.18)

Case ι = 1 With the permuted index set (x ≡ y(y1)), the index v is sought like in the
regular case such that yk ≡ y(yv) with finally

2Ap

∫
Γ

[
fi j (y(y)−x)ϕ

s,1
k (y(y))

]
dΓ≈ 2Ap

q

∑
`=1

y` fi j (y(y`)−x)ϕ
d,1
v (y`)w`. (4.19)

The implementation relies on tensor products of one-dimensional Gauss-Legendre quadra-
ture where the quadrature points of the quadrangle are mapped to the degenerate triangle.
With the aid of the prescribed integration schemes, the coefficients according to equations
(3.83) can be computed numerically. Further strategies that are commonly used for the im-
provement of numerical integration routines with weakly singular kernel functions are the
polar coordinate transform technique (see, e.g., [36]) or the Duffy transformation presented
in [25].

4.2 Solution Procedures

Two formulations are addressed in this section that are commonly known as direct and
indirect approach. The first one is a bit more intuitive since it deals with the physical
quantities displacements and tractions, while the second one deals with so called densities
that do not allow for a direct interpretation. However, the latter is very useful for testing
purposes and with this in mind, details are also provided for the indirect approach.
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4.2.1 Direct Approach - Collocation Scheme

For the construction of the direct approach it is instructive to recall the Boundary Integral
Equation (2.38)

Ci j (x)u j (x, t) =
∫
Γ

[
Ui j (r)∗ t j (y)

]
(t)dΓ−−

∫
Γ

[
Ti j (r)∗u j (y)

]
(t)dΓ with x ∈ Γ

and its fully discrete counterpart (3.82)

NN
N

∑
k=1

V 0
i jk (x) t(n)jk +

n−1

∑
m=0

NN
N

∑
k=1

V (n−m)
i jk (x) t(m)

jk =
ND

N

∑
k=1

K0
i jk (x)u(n)jk +

n−1

∑
m=0

ND
N

∑
k=1

K(n−m)
i jk (x)u(m)

jk .

A collocation scheme is constructed by setting the spatial point x to each of the so called
collocation points, i.e., the nodal positions of the degrees of freedom xl . To this end we
define

V (n−m)
il jk =V (n−m)

i jk (xl) (4.20a)

K(0)
il jk = K(0)

i jk (xl) (4.20b)

K(n−m)
il jk = K(n−m)

i jk (xl) with n 6= m. (4.20c)

Collocating at the Neumann boundary, i.e., xl with l = 1, ...,NN
N and bearing in mind sum-

mation over the index j = 1,2,3 a system of equations arises

NN
N

∑
k=1

V (0)
il jkt(n)jk +

n−1

∑
m=0

NN
N

∑
k=1

V (n−m)
il jk t(m)

jk =
ND

N

∑
k=1

K(0)
il jku(n)jk +

n−1

∑
m=0

ND
N

∑
k=1

K(n−m)
il jk u(m)

jk . (4.21)

The equivalent system of equations is obtained by

V (0)
pq t(n)q +

n−1

∑
m=0

V (n−m)
pq t(m)

q = K(0)
pr u(n)r +

n−1

∑
m=0

K(n−m)
pr u(m)

r (4.22)

with p,q= 1, ...,3NN
N and r = 1, ...,3NND. Furthermore, the entries are related by the index

relations

i = 1+(p−1) mod 3, l = dp/3e
j = 1+(q−1) mod 3, k = dq/3e
j = 1+(r−1) mod 3, k = dr/3e.

(4.23)

With these relations, the entry, e.g., V (n−m)
52 is computed by evaluating V (n−m)

2221 . This index
transformation allows for a more common matrix-vector notation where the degrees of
freedom are grouped together in linear arrays t(m) and u(m) resulting in
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V(0)t(n)+
n−1

∑
m=0

V(n−m)t(m) = K(0)u(n)+
n−1

∑
m=0

K(n−m)u(m) (4.24)

with

V(n−m),V(0) ∈ R3NN
N×3NN

N , K(n−m),K(0) ∈ R3NN
N×3ND

N , t(m) ∈ R3NN
N and u(m) ∈ R3ND

N .

The system of equations is now rearranged such that known and unknown dofs are clus-
tered together. Known quantities are denoted by a tilde in the sequel. By collecting the
unknown quantities left to the equal sign the system is rewritten to

(
V(0)

NU,NU −K(0)
NU,DU

)( t(n)

u(n)

)
+

n−1

∑
m=0

(
V(n−m)

NU,NU −K(n−m)
NU,DU

)( t(m)

u(m)

)
=

(
−V(0)

NU,NK K(0)
NU,DK

)( t̃(n)

ũ(n)

)
+

n−1

∑
m=0

(
−V(n−m)

NU,NK K(n−m)
NU,DK

)( t̃(m)

ũ(m)

)
(4.25)

with

V(n−m)
NU,NU ∈ RNNU×NNU , K(n−m)

NU,DU ,K
(0)
NU,DU ∈ RNNU×NDU ,

V(n−m)
NU,NK ∈ RNNU×NNK , K(n−m)

NU,DK,K
(0)
NU,DK ∈ RNNU×NDK ,

t(m) ∈ RNU , t̃(m) ∈ RNK , u(m) ∈ RDU , ũ(m) ∈ RDK.

NNU and NNK refer to the number of unknown and known Neumann dofs, while NDU and
NDK refers to the respective quantities on the Dirichlet boundary. A second system of equa-
tions is obtained by collocating at the Dirichlet boundary, i.e., l = 1, ...,ND

N . Performing
the same steps as above, the system

(
V(0)

DU,NU −K(0)
DU,DU

)( t(n)

u(n)

)
+

n−1

∑
m=0

(
V(n−m)

DU,NU −K(n−m)
DU,DU

)( t(m)

u(m)

)
=

(
−V(0)

DU,NK K(0)
DU,DK

)( t̃(n)

ũ(n)

)
+

n−1

∑
m=0

(
−V(n−m)

DU,NK K(n−m)
DU,DK

)( t̃(m)

ũ(m)

)
(4.26)

is obtained with

V(n−m)
DU,NU ∈ RNDU×NNU , K(n−m)

DU,DU ,K
(0)
DU,DU ∈ RNDU×NDU ,

V(n−m)
DU,NK ∈ RNDU×NNK , K(n−m)

DU,DK,K
(0)
DU,DK ∈ RNDU×NDK ,

t(m) ∈ RNU , t̃(m) ∈ RNK , u(m) ∈ RDU , ũ(m) ∈ RDK.
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Combining both systems yields(
V(0)

NU,NU −K(0)
NU,DU

V(0)
DU,NU −K(0)

DU,DU

)
︸ ︷︷ ︸

H(0)

(
t(n)

u(n)

)
︸ ︷︷ ︸

h(n)

+
n−1

∑
m=1

(
V(n−m)

NU,NU −K(n−m)
NU,DU

V(n−m)
DU,NU −K(n−m)

DU,DU

)
︸ ︷︷ ︸

H(n−m)

(
t(m)

u(m)

)
︸ ︷︷ ︸

h(m)

=

(
−V(0)

NU,NK K(0)
NU,DK

−V(0)
DU,NK K(0)

DU,DK

)
︸ ︷︷ ︸

G(0)

(
t̃0

ũ0

)
︸ ︷︷ ︸

g(n)

+
n−1

∑
m=1

(
−V(n−m)

NU,NK K(n−m)
NU,DK

−V(n−m)
DU,NK K(n−m)

DU,DK

)
︸ ︷︷ ︸

G(n−m)

(
t̃m

ũm

)
︸ ︷︷ ︸

g(m)

, (4.27)

where the homogeneous initial conditions have been incorporated by starting the sum from
m= 1 rather than m= 0. With the aid of these abbreviations the resulting Toeplitz structure
is obtained

H(0) 0 0
H(1) H(0) 0

H(2) H(1) H(0) . . .
... H(2) H(1) . . . 0

H(nt)
... H(2) . . . H(0)

0 H(nr)
... . . . H(1)

0 0 H(nt) · · · H(2)





h(1)

h(2)

h(3)

h(4)

h(5)

...
h(Nt)


=



G(0) 0 0
G(1) G(0) 0

G(2) G(1) G(0) . . .
... G(2) G(1) . . . 0

G(nt)
... G(2) . . . G(0)

0 G(nt)
... . . . G(1)

0 0 G(nt) · · · G(2)





g(1)

g(2)

g(3)

g(4)

g(5)
...

g(Nt)


. (4.28)

Remark 10. Clearly, the system of equations (4.28) is of Toeplitz structure. Additionally,
as a result of the temporal cut-off, the structure is banded.

The solution procedure finally is

h(n) =
(

H(0)
)−1

(
G(0)g(n)+

w

∑
m=1

G(m)g(n−m)−H(m)h(n−m)

)
(4.29)

with w = min(n,nt)−1. The direct approach is suitable to be used for mixed problem as
well as for pure Dirichlet or Neumann problems where either the whole displacements are
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prescribed or the complete tractions. Either way, using the direct approach involves both,
the single and the double layer operator.

4.2.2 Indirect Approach - Collocation Scheme

The indirect approach is based on two alternative Boundary Integral Equations known form
linear elasticity. A first equation utilizes the Single Layer Potential and is defined by

ui (x, t) =
∫
Γ

[
Ui j (r)∗ v j (y)

]
(t)dΓ with x ∈ Γ. (4.30)

The second integral equation incorporates the Double Layer Potential

ui (x, t) =
(
δi j−Ci j (x)

)
w j (x, t)−−

∫
Γ

[
Ti j (r)∗w j (y)

]
(t)dΓ with x ∈ Γ. (4.31)

It is worth noting that both equations are solutions of the underlying partial differential
equation. Even if the indirect approach is applicable for the computation of real world
problems, the main aim is to test the single and double layer operator independently from
each other. Note further that a physical interpretation of the density functions v j (x, t) and
w j (x, t) is not self-evident.

Indirect approach with the Single Layer Potential Assuming the time discrete density
v(m)

j (x) to be interpolated discontinuously in space such that

v(m)
j (x) =

NN
N

∑
k=1

ϕ
s,0
k (x)v(m)

jk . (4.32)

Consequently, the discrete version of equation (4.30) can be written as

u(n)i (x) =
n

∑
m=0

NN
N

∑
k=1

V (n−m)
i jk (x)v(m)

jk (4.33)

and, by collocation at xl , l = 1, ...,NN
N , this again might be rewritten to a system of equa-

tions

u(n)il =
n

∑
m=0

NN
N

∑
k=1

V (n−m)
il jk v(m)

jk (4.34)
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or equivalently with p,q = 1, ...,3NN
N to

u(n)p =
n

∑
m=0

V (n−m)
pq v(m)

q , (4.35)

with index transformations according to equations (4.23). Thus, it its

u(n) =
n

∑
m=1

V(n−m)
NU,NU v(m) (4.36)

with vanishing initial conditions, NNU = 3NN
N and

V(n−m)
NU,NU ∈ RNNU×NNU , u(m),v(m) ∈ RNNU .

The unknown density can be solved recursively by

v(n) =
(

V(0)
NU,NU

)−1
(

u(n)−
w

∑
m=1

V(m)
NU,NU v(n−m)

)
(4.37)

with w = min(n,nt)−1.

Indirect approach with the Double Layer Potential Contrary to the previous approach,
the time discrete density w(m)

j (x) is interpolated continuously in space such that

w(m)
j (x) =

NN
N

∑
k=1

ϕ
s,1
k (x)w(m)

jk . (4.38)

The discrete version of equation (4.31) can now be written as

u(n)i (x) =
ND

N

∑
k=1

K̃(0)
i jk (x)v(n)jk −

n−1

∑
m=0

ND
N

∑
k=1

K(n−m)
i jk (x)v(m)

jk (4.39)

with

K(0)
i jk (x) = δi j−Ci j (x)ϕ

s,1
k (x)−

∫
Γh

θ
(0)
i j (r)ϕ

s,1
k (y)dΓ, (4.40)

contrary to equation (3.83b). Collocation at the Dirichlet nodes xl (l = 1, ...,ND
N ) yields a

system of equations

u(n)il (x) =
ND

N

∑
k=1

K̃(0)
il jk (x)v(n)jk −

n−1

∑
m=0

ND
N

∑
k=1

K(n−m)
il jk (x)v(m)

jk (4.41)
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which is equivalent to

u(n)p (x) = K̃(0)
pq (x)v(n)q −

n−1

∑
m=0

K(n−m)
pq (x)v(m)

q (4.42)

with NDU = 3NN
N , p,q = 1, ...,NDU and the stated index transformations. In matrix-vector

notation this reads as

u(n) = K̃(0)
DU,DU w(n)−

n−1

∑
m=1

K(n−m)
DU,DU w(m), (4.43)

where, like before, vanishing initial conditions have been incorporated and

K(n−m)
DU,DU ,K

(0)
DU,DU ∈ RNDU×NDU and u(n),w(m) ∈ RNDU .

Hence, taking as well into account the temporal cut-off, i.e., w = min(n,nt)−1, the sought
densities are obtained by

w(n) =
(

K̃(0)
DU,DU

)−1
(

u(n)+
w

∑
m=1

K(m)
DU,DU w(n−m)

)
. (4.44)

4.3 Efficiency Improvements

The observations regarding the local support of the weight functions that were made in
subsection 3.1.4 raise the question whether this property is valuable to improve the per-
formance of the Boundary Element formulation. It turns out that indeed a significant re-
duction in memory and computational time can be achieved. The required concepts that
allow for a construction of an efficiency improved computation and storage scheme are
introduced in this section.

4.3.1 Hierarchical Matrix Concept

The reduction of computational effort as well as savings in memory consumption are
achieved mainly by a split of the system matrices introduced in section 4.2. This requires
the matrix to be composed of submatrices of different size. A concept that is well known in
the Boundary Element community is the concept of hierarchical matrices. A vast amount
of literature (see, e.g., [11, 18, 77]) is available as well as some software libraries that are
freely distributed for academic purposes (e.g., H-Lib [45] or AHMED [12]).

In general, a hierarchical matrix is constructed from geometric information of the present
degrees of freedom. To this end, an array of dofs is subdivided into smaller subsets, called
clusters, based on certain clustering strategies. The reader commonly encounters the terms
Bounding Box Subdivision and Principal Component Analysis (PCA).
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Principal Component Analysis The actual implementation makes use of the PCA, hence,
the method is briefly introduced. Commonly used for statistical purposes – in the context
of hierarchical matrices it is utilized for the computation of principle directions of point
sets in R3.

Given NN spatial points xk =
(
x1k x2k x3k

)T with k = 1, ...,NN the following steps are
performed:

1. create three vectors Xi =
(
xi1 xi2 · · · xik

)T , i = 1,2,3 containing the i-th compo-
nents of all nodes

2. compute the mean values xm
i , i.e., the center of gravity of the point cloud and set up

three additional vectors xm
i such that xm

ik = xik− xm
i

3. create a matrix

M =
(
xm

1 , xm
2 , xm

3
)
∈ RNN×3 (4.45)

4. solve the eigenvalue problem with the covariance matrix Σ = MT M such that

det(Σ−λ I)≡ 0 (4.46)

5. compute the eigenvector corresponding to the largest eigenvalue λmax = max(λ )

PCA example To get an idea of what is computed consider figure 4.3. In this example,
a PCA is computed for 1000 arbitrarily chosen points that lie on the lateral surface of a
cylinder with radius R = 1. The solid black coordinate system that originates from the
center of gravity is the result of the above steps. The first principle direction (the eigen-
vector defined by λmax) corresponds to the vertical black line in figure 4.3 while the others
represent the second and third principle direction.

Clustertree An essential structure of the hierarchical matrix concept is called clustertree
– it is constructed recursively from a root cluster by dividing it based on geometry infor-
mation that is obtained from the PCA.

It was stated that the routine for the matrix computation is based on arrays of nodal de-
grees of freedom. These arrays serve as root clusters for the creation of clustertrees in the
Boundary Element formulation denoted Cl0

x and Cl0
y .

The main steps of the recursive process contain:

1. receive a dof index array of a cluster and compute a PCA based on the spatial po-
sitions of the dofs; the surface perpendicular to the first principle direction that in-
cludes the center of gravity defines a positive and a negative half-space.
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Figure 4.3: Example of a point cloud PCA

2. construct two son clusters and store all indices of dofs that lie in the positive half
space in one son while the remaining indices are stored in the other son

3. the dof index array of both sons is provided to 1. (recursive step)

This subdivision is started from a root cluster and is performed until the leaf clusters, i.e.,
the clusters that contain at most bmin dofs, are obtained. The PCA ensures that the clusters
of each level ` are almost equally sized as indicated in figure 4.4. Such a clustertree is
commonly denoted balanced.

Cl`x,1 Cl`x,2

Cl(`−1)
x,1

Cl1
x,1 Cl1

x,2

Cl0
x

Cl`x,3 Cl`x,4

Cl(`−1)
x,2

· · ·

· · ·

Cl`x,2`−3 Cl`x,2`−2

Cl(`−1)
x,2(`−1)−1

Cl`x,2`−1 Cl`x,2`

Cl(`−1)
2(`−1)

...
...

...
...

Figure 4.4: Clustertree structure with ` levels
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Cl0
x

Cl0
y

(a) Rootcluster combination `= 0

Cl1
x

Cl1
y

(b) Cluster combinations for `= 1

Cl2
x

Cl2
y

(c) Cluster combinations for `= 2

Figure 4.5: Blockclustertree setup

Blockclustertree Two such clustertrees are then combined to a blockclustertree. This
object stores dof-array combinations and serves as basic structure for the hierarchical ma-
trix. Its recursive construction is shown in figure 4.5 for a few levels `.

It turns out that the clustertree is the appropriate object to incorporate the local support in-
formation of the weight functions to reduce the computational expense as well as memory
consumption. To describe the main ideas consider a cluster pair Cli

x and Cli
y at timestep n

as illustrated in figure 4.6.

The dashed lines correspond to the axis aligned bounding boxes of the nodal support be-
longing to each cluster. With the aid of the bounding boxes it becomes possible to compute
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(a) Cluster combination Cli
x and Cli

y

Cli
x

Cli
y

(b) Corresponding submatrix block

Figure 4.6: Cluster combination and corresponding submatrix block

the range in which the Euclidean distance can vary for the given cluster combination. This
range is certainly bounded by the minimal dmin and maximal distance dmax between the
axis aligned bounding boxes. Bearing in mind the support radii that have been introduced
in section 3.1.4, the steps performed during the setup of the clustertree can be summarized
to:

1. compute the support radii
(n)
r α for all timesteps n with predefined accuracy εsupp

2. create a clustertree

3. create a blockclustertree for each timestep n

3.1 for each cluster pairing
(
Cli

x,Cli
y
)

compute the axis aligned bounding box (dot-
ted lines in figure 4.6a)

3.2 for each cluster pairing
(
Cli

x,Cli
y
)
, compute the bounds for the minimum and

maximum occurring radius, i.e., the smallest possible distance dmin and the
largest possible distance dmax of two points residing in the two axis aligned
boxes

3.3 for each cluster pairing
(
Cli

x,Cli
y
)
, determine whether the block is

• a zero block -
(

dmin >
(n)
r 1

)
∨
(

dmax <
(n)
r 2

)
,

• a fully populated block -
(

dmax <
(n)
r 1

)
∧
(
(n)
r 2 < dmin

)
,
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• a partially populated block - else,

based on the results of section 3.1.4

The recursive algorithm stops if a block is either fully populated or identified to be a zero
block. With this strategy it is possible to check whether a subblock is a zero (negligible),
partly or fully populated block prior to the evaluation of its entries. This allows for a sig-
nificant reduction both in computational time for the evaluation itself as well as in memory
consumption.
Remark 11. It is essential to note that the axis aligned bounding boxes have to contain the
complete nodal support of the degrees of freedom corresponding to the respective cluster.

To get an idea about how such a sparsified matrix finally looks like, consider the unity cube
illustrated in figure 4.7 triangulated with 768 elements and the parameter set

β =
c1∆t

re
=

1
3

and c1 = 1 m/s, c2 =

√
1
2

m/s, %= 1 kg/m3, ∆t =
1

24
s, (4.47)

where re is the average edge length of the triangulation. The matrix V(n)
NU,NU ∈ RNNU×NNU

O

x1

x2

x3

Γ

Figure 4.7: Unity Cube

with NNU = 2304 is shown in figure 4.8 for distinct timesteps n. The red subblocks indicate
fully and partly populated blocks while negligible zero-blocks are shown by white areas.
These illustrations reveal the fact that indeed large parts of the matrix can be neglected.

Besides the fact of reduced memory consumption, an additional speed up of the matrix
vector product is given – zero blocks are omitted.

Low-rank representation An additional feature that comes along with the hierarchical
matrix concept is the possibility of storing matrix subblocks in low-rank representation.
Given a subblock A∈Rn×m a low-rank representation is an approximation of this subblock
defined by

A≈ Ar:=
r

∑
k=1

uk⊗vk (4.48)
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(a) Pattern at n = 0 (b) Pattern at n = 1 (c) Pattern at n = 65

Figure 4.8: Subblock structure of V(n)
NU,NU for distinct timesteps n

with uk ∈ Rn and vk ∈ Rm. With a predefined approximation accuracy εlwr, the low-rank
approximations are computed such that ||A−Ar||F ≤ εlwr||A||F where ||A||F denotes the
Frobenius norm of the original matrix block A. Certainly, a low-rank representation can
only make sense if the matrix block is actually of low-rank which is dependent on the
kernel.

Provided a matrix subblock of the hierarchical matrix is of low-rank, the main benefits
from a computational point of view are

1. the storage complexity reduces from O (nm) to O (r (n+m)) if r << min(n,m)

2. the matrix vector product has reduced complexity (O (r (n+m)) instead of O (nm))

These crucial advantages engender the fact that hierarchical matrices accompanied by low-
rank representation techniques are frequently used in the field of fast methods. However,
the success heavily depends on the underlying kernel function as well as on a fast method-
ology that is able to compute the low-rank structure. A commonly used method that yields
accurate results is the Adaptive Cross Approximation (ACA, [11, 18]) that has been suc-
cessfully applied to a large set of problems. This particular method allows to compute
low-rank subblocks ’on the fly’ without knowing the complete subblock a priori.

Singular value decomposition Within this thesis, a different approach is used for the
investigation whether a low-rank approximation is applicable or not for the derived for-
mulations. Subblocks of the hierarchical matrices that are fully populated are compressed
via a Singular Value Decomposition (SVD). According to [23], given a matrix subblock
A ∈ Rn×m the method computes the following decomposition

A = LT DR (4.49)
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where L ∈ Rn×n and R ∈ Rm×m are orthogonal matrices and D ∈ Rn×m is a diagonal
matrix containing the singular values σ1 > σ2 · · ·σp ≥ 0 with p = min(n,m). Ideally, the
Frobenius norm of the r-rank approximation is easily computed by the sum

||Ar||F =

√
p

∑
i=k

σ2
i . (4.50)

Even if the SVD gives the best results in terms of compression, it suffers from a bad
computational complexity (O

(
n3) if n ≈ m). In view of this, the ACA is much more

attractive for Boundary Element formulations. Nonetheless, particularly for investigation
purposes it is convenient to also make use of the SVD since its compression results cannot
be exceeded by the ACA. Studies in terms of low-rank compression with the SVD are
performed in chapter 5 in view of a possible application of the ACA technique.

4.3.2 Cubic Spline Interpolation

A crucial task from a computational point of view is the assemblage of the system matrix
for each timestep n since the weight functions are expensive to evaluate. The largest part
of the computation is spent for the evaluation of the recurrences given in section 3.1.3.

To overcome this drawback, a cubic spline interpolation is used on these functions. Note
that this scheme is particularly suited for smooth functions since the interpolation is twice
continuously differentiable in every interior interpolation point.

As already pointed out, for any discrete domain the Euclidean distance r between two
points is bounded by r ≤ rmax. This in turn defines the required interpolation interval
that is further subdivided into nr equidistant intervals of size ∆r with r j = j∆r and j =
0,1, ...,nr.

The necessary steps to compute the interpolation are shown exemplarily according to [23]

for the function
(n)

P0
α (r). The cubic spline interpolation of this function in r ∈ [r j,r j+1] reads

as

(n)

P0
α (r)≈ 1

6∆r

((
r j+1− r

)3 m j +
(
r− r j

)3 m j+1

)
+

1
∆r

((
r j+1− r

) (n)
P0

α

(
r j
)
+
(
r− r j

) (n)
P0

α

(
r j+1

))
+

∆r
6
((

r j+1− r
)

m j +
(
r− r j

)
m j+1

)
.
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The coefficients m j can be computed as solution of the linear system of equations

Mm = p , (4.51)

where m0 = mnr = 0 is set. The right hand side vector is defined by

pk =
6

(∆r)2

(
(n)

P0
α (rk−1)−2

(n)

P0
α (rk)+

(n)

P0
α (rk+1)

)
(4.52)

and the entries of the matrix are given by

Mk` =


4 if k = `

1 if k = `±1
0 else

(4.53)

with indices k, ` = 1, ...,nr − 1. The evaluation of the coefficients m is done for every

timestep and all functions
(n)

Pi
α (r) with i = 1,2,3 prior to the matrix evaluation. Hence, in-

stead of using the original functions, the interpolations are used for the matrix evaluations.
Due to the fact that the evaluation of the interpolation is much faster than evaluating the
function itself, a significant increase of the overall performance is achieved. The gained
savings in the assembling times are shown in the paragraph ’Timings’ of section 5.2.3.

However, an additional approximation is introduced and the number of interpolation points
has to be chosen appropriately to restrict the interpolation error to an acceptable range,
i.e., the number has to be chosen such that the overall convergence of the algorithm is
preserved. Further, note that the inverse Mk`

−1 is set up once recursively and reused (see
[32]).





5 NUMERICAL EXAMPLES

The proposed Boundary Element formulation is tested in this section with several numeri-
cal experiments. The problems are treated with both, the direct and indirect approach and
tested in terms of accuracy and efficiency improvements.

Implementation The current implementation is based on HyENA [68], a C++ Boundary
Element library that is developed at the Institute of Applied Mechanics at Graz University
of Technology, and AHMED, a H-matrix library written by Mario Bebendorf [12]. The
former library is capable to handle static and time-harmonic problems where, additionally,
time-dependent problems can be treated by the CQM. The latter library provides all struc-
tures to establish anH-matrix concept including arithmetics and solution procedures.

Regarding the present implementation which is embedded in the overall framework of
HyENA, the main functionalities that are used from this library are

• the numerical integration routines that are capable to handle weakly singular kernel
functions

• the assembling routines that allow for a setup of discrete operators

In order to deal with the time-domain problem at hand the following main modifications
and features had to be implemented:

• in HyENA

– include the weight computation for Single and Double Layer Potential for both
time discretizations, the latter in its regularized form (see chapter 3)

– include the interval detection algorithm according to subsection 3.1.5

– include the solution routines according to subsections 4.2.1 and 4.2.2

– include the cubic spline interpolation of subsection 4.3.2

• in AHMED

– include subdivision routines based on local support information according to
subsection 3.1.4

– include a bounding box computation (see remark 11)

All required routines and functionalities are assembled within a HyENA-time module.

59
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5.1 Indirect Approach

Although the indirect approach is capable to treat real world problems, it is used here solely
for testing reasons. To this end, pure Dirichlet problems are investigated with parameters

c1 = 1 m/s, c2 =

√
1
2

m/s, %= 1 kg/m3. (5.1)

In view of the following examples, the wave velocities are chosen according to a vanishing
Poisson effect.

Domain and prescribed data A cubic domain of edge length 1m centered at the origin
(see figure 5.1) is investigated. Within the indirect approach, the displacements are pre-
scribed via a full-space analytic function. With the aid of these displacements, the indirect
approach is utilized to compute approximations of the boundary densities. This in turn
allows to perform an inner point evaluation at the interior domain ΓI (dashed red line in
figure 5.1). Hence, the difference (error) between the exact and approximate solution on
the interior domain can be computed.

Error An absolute and relative error measure is defined as

err`abs =

(
∆t

Nt

∑
n=0
||u
(

x, t(n)
)
−u`

(
x, t(n)

)
||2L2(ΓI)

)1/2

, (5.2)

err`rel = err`abs

(
∆t

Nt

∑
n=0
||u
(

x, t(n)
)
||2L2(ΓI)

)−1/2

with x ∈ ΓI . (5.3)

Note that u`
(

x, t(n)
)

denotes the inner approximation that is obtained by the formulation
at different mesh refinement level ` (illustrated in figure 5.2). Within each refinement level
both, the timestep size as well as the mesh is refined uniformly (parameter β , see (4.47), is
fixed). In addition, the minimum leaf cluster size is kept equal to bmin = 9 for all levels.

With the aid of the error the computed order of convergence is defined as

eoc = log2

(
err`rel

err(`+1)
rel

)
. (5.4)

For the prescription of the boundary displacements an analytic full-space function u(x, t)
is constructed according to [27] with expressions listed in appendix C.1. The construction
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O

x1

x2

x3

Γ

P d

ΓI

Figure 5.1: Indirect Approach

48 elements mesh `= 1 192 elements mesh `= 2 768 elements mesh `= 3

Figure 5.2: Triangulation

requires the definition of a source point P as well as a direction vector d indicated in figure
5.1. Figure 5.3 shows the applied displacement field where the thin red line indicates the
initial position of the block.

Note that the density is interpolated piecewise-constantly in space for the indirect approach
with the Single Layer Potential. Contrary to that, a piecewise-linear interpolation is taken
as a basis for the indirect approach with the Double Layer Potential. This corresponds to
the specifications of subsection 4.2.2.

TI-Formulation The results for the formulation based on the temporal interpolation are
shown in table 5.1 for both, the indirect approach based on the Single Layer Potential
(table 5.1b) as well as on the Double Layer Potential (table 5.1c). Please note that β = 1
for the presented results. While the convergence order of the indirect approach with the
Single Layer Potential gives accurate results for all levels it turns out that the convergence
drops for the Double Layer Potential approach in the finest level.

To the best of our knowledge there are no theoretical convergence rates available for the
hyperbolic problem at hand.
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t = 7.50s t = 8.75s t = 10.00s t = 11.25s

t = 12.50s t = 13.75s t = 15.00s t = 16.25s

Figure 5.3: Prescribed displacement boundary conditions |u(x, t) |

` Nt ∆t ne
2 132 1/4 192
3 264 1/8 768
4 528 1/16 3072

(a) Parameters

errabs errrel eoc
4.90E-03 2.10E-02 -
2.30E-03 9.84E-03 1.09
1.10E-03 4.71E-03 1.06

(b) Error SLP

errabs errrel eoc
1.00E-03 4.28E-03 -
2.77E-04 1.18E-03 1.85
1.11E-04 4.76E-04 1.31

(c) Error DLP

Table 5.1: TI-Formulation: Indirect Approach

CQM-Formulation Likewise, results based on the CQM-formulation are listed for the
Single Layer Potential approach in table 5.2b and for the Double Layer Potential in 5.2c
with β = 1/3. Note that the presented results are based on an interval detection accuracy
of εsupp = 10−9. Like in the TI-Formulation, a drop in the convergence rate is as well
observed for the indirect approach with the Double Layer Potential based on CQM time
discretization.

` Nt ∆t ne
2 400 1/12 192
3 800 1/24 768
4 1600 1/48 3072

(a) Parameters

errabs errrel eoc
4.80E-03 2.15E-02 -
2.30E-03 1.03E-02 1.06
1.10E-03 4.92E-03 1.06

(b) Error SLP

errabs errrel eoc
9.90E-04 4.43E-03 -
2.72E-04 1.22E-03 1.86
1.13E-04 5.07E-04 1.26

(c) Error DLP

Table 5.2: CQM-Formulation: Indirect Approach
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Figure 5.4: Dirichlet Problem

Here a crucial effect is revealed: Transient problems require the discretization in space
and time that induce different errors. While the spatial shape functions are chosen to
be constant discontinuous for the indirect approach with the Single Layer Potential, the
Double Layer Potential case makes use of linear continuous ones. Naturally, a higher order
of convergence is expected. On the other hand, the temporal discretization isn’t modified
or enhanced. Thus, the reduced order of convergence can be explained by a dominance of
the error induced by the temporal approximation.

Nevertheless, convergence is obtained for the indirect approach with Single and Double
Layer Potential that are used in the next section for a validation of the proposed efficient
formulation.

5.2 Direct Approach

All direct approach examples of this section are computed with the same set of parameters
as in the previous section 5.1.

5.2.1 Dirichlet Problem

The Dirichlet problem serves as a test case for the validation of the proposed formulation
where all introduced methods are tested separately.

Domain and prescribed data A cubic domain of edge length 1m centered at the ori-
gin (see figure 5.4) is investigated. For the Dirichlet problem, the complete displacements
on Γ are prescribed according to section 5.1, while approximate solutions of the resulting
tractions are sought. Additionally to the analytic full-space function u(x, t) that was al-
ready introduced, a corresponding function t(x, t) is constructed as well (see C.1). This is
particularly useful for comparing the numerical approximation and the analytic function,
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i.e., the error can be measured. Please note further that the finest discretization in this
subsection requires the determination of approximately 104 unknowns.

Memory Two measures are introduced that allow for an interpretation of the viability of
the formulations in terms of memory consumption:

1. memdns refers to the amount of memory consumed for dense storage, i.e., without
efficient storage

2. meme f f utilizes the efficient storage scheme introduced in section 4.3.

It is essential to be aware that both measures (in Byte) make use of the temporal cut-off,
i.e, the Toeplitz structure is not modified. Reductions in memory requirements are solely
achieved via the efficient storage scheme.

Error The absolute and relative space-time error is defined by

err`abs =

(
∆t

Nt

∑
n=0
||t
(

x, t(n)
)
− t`

(
x, t(n)

)
||2L2(Γ)

)1/2

, (5.5a)

err`rel = err`abs

(
∆t

Nt

∑
n=0
||t
(

x, t(n)
)
||2L2(Γ)

)−1/2

with x ∈ Γ. (5.5b)

Here, t`
(

x, t(n)
)

denotes the approximation that is obtained by the proposed formulation
at refinement level `.

TI-Formulation For the test of the formulation that is based on the temporal interpola-
tion it has to be ensured that β is approximately in the range of one. Several refinement lev-
els with parameters found in table 5.3a have been computed and the corresponding memory
consumption based on the efficiency improvements are listed in table 5.3b. Regarding the
memory consumption it can be said that the efficient storage scheme is capable to achieve
a quite reasonable memory reduction. In the finest level savings of nearly 60% have been
obtained – the larger the problem, the better.

Concerning the error two formulations are compared:

1. The first formulation does not make use of the efficient storage and is thus denoted
dense (see table 5.4a).
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` Nt ∆t ne
0 33 1/1 12
1 66 1/2 48
2 132 1/4 192
3 264 1/8 768
4 528 1/16 3072

(a) Parameters

nt meme f f memdns ratio
7 1.12E+05 1.38E+05 0.81

10 2.34E+06 2.81E+06 0.83
15 4.89E+07 6.41E+07 0.76
25 9.78E+08 1.66E+09 0.59
44 1.92E+10 4.59E+10 0.42

(b) Memory

Table 5.3: TI-Formulation: Dirichlet Problem bmin = 9

` errabs errrel eoc
0 1.08E-01 5.78E-01 -
1 5.58E-02 2.98E-01 0.96
2 2.74E-02 1.46E-01 1.03
3 1.33E-02 7.09E-02 1.04
4 × × ×

(a) Dense

errabs errrel eoc
1.08E-01 5.78E-01 -
5.58E-02 2.98E-01 0.96
2.74E-02 1.46E-01 1.03
1.33E-02 7.09E-02 1.04
× × ×

(b) Efficient

Table 5.4: TI-Formulation: Convergence rates for different formulations

2. The second formulation additionally utilizes the efficient storage. The results of this
formulation are presented in table 5.4b and are denoted by efficient. They reveal
the fact that the negligence of zero blocks works properly and, consequently, no
additional error is induced.

Even if both formulations reach exactly the same results, i.e., the negligence of zero blocks
works properly – the results in terms of convergence indicate a problem that is well known
for the case of temporal interpolation formulation: stability issues. While up to level three,
a reasonable order of convergence is achieved, this order breaks down in the finest level
(labeled by black crosses in table 5.4). To see what happens on the element level, the
approximate (blue) and exact (black, dotted) tractions for the element charged with the
highest tractions is shown if figure 5.5.

CQM-Formulation If the formulation based on the CQM is used, β is kept in the range
of 1/3. Like in the previous example, five levels have been computed according to param-
eters listed in table 5.5a with the corresponding memory consumption presented in table
5.5b.

The efficient storage formulation reduces the amount of required memory for the finest
level by 51% compared to a dense storage.
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` Nt ∆t ne
0 100 1/3 12
1 200 1/6 48
2 400 1/12 192
3 800 1/24 768
4 1600 1/48 3072

(a) Parameters

nt meme f f memdns ratio
23 4.21E+05 4.15E+05 1.02
36 9.13E+06 9.46E+06 0.96
57 1.89E+08 2.33E+08 0.81
98 3.97E+09 6.32E+09 0.63

171 8.55E+10 1.75E+11 0.49
(b) Memory

Table 5.5: CQM-Formulation: Dirichlet Problem bmin = 9

` errabs errrel eoc
0 1.02E-1 5.43E-1 -
1 5.31E-2 2.83E-1 0.94
2 2.58E-2 1.38E-1 1.04
3 1.25E-2 6.67E-2 1.05
4 6.00E-3 3.20E-2 1.06

(a) Exact, dense

errabs errrel eoc
1.02E-1 5.46E-1 -
5.36E-2 2.86E-1 0.93
2.61E-2 1.39E-1 1.04
1.25E-2 6.67E-2 1.06
6.00E-3 3.20E-2 1.06

(b) Exact, efficient

nr errabs errrel eoc
120 1.02E-1 5.43E-1 -
240 5.31E-2 2.83E-1 0.94
480 2.58E-2 1.38E-1 1.04
960 1.24E-2 6.61E-2 1.06

1920 6.10E-3 3.25E-2 1.02
(c) Interpolation, efficient

nr errabs errrel eoc
10 1.32E-1 7.02E-1 -
20 7.60E-2 4.05E-1 0.79
40 4.50E-2 2.40E-1 0.76
80 2.89E-2 1.54E-1 0.64

160 2.01E-2 1.07E-1 0.52
(d) Counterexample

Table 5.6: CQM-Formulation: Convergence rates for different formulations
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(b) Detailed section of the instability

Figure 5.5: TI-Formulation: Instability

In the proposed formulation based on the CQM two approximations are introduced: the
efficient storage and the spline interpolation. The influence of both are studied in table 5.6
by showing the space-time errors of three different formulations:

1. A first formulation uses none of both approximations, i.e., neither the spline inter-
polation for the weight evaluation nor an efficient storage is used. This formulation
serves as reference and is denoted as exact, dense (see table 5.6a).

2. The second formulation uses the efficient storage but no spline interpolation. The
results of this formulation are presented in table 5.6b and are denoted by exact,
efficient. They again reveal the fact that the negligence of zero blocks works properly
and no additional error is induced.

3. Finally, the third formulation makes use of both, the spline interpolation as well
as the efficient storage scheme. The results in table 5.6c denoted by interpolation,
efficient show that the order of convergence is preserved for the chosen number of
interpolation points nr.

Additionally, a counterexample is given in table 5.6d where due to an improper choice of
interpolation points the convergence cannot be achieved any more. The efficient storage
scheme presented here relies on a support detection accuracy of εsupp = 10−3.

Contrary to the formulation based on the temporal interpolation, it turns out that the stabil-
ity issues do not occur in the formulation based on CQM – a main observation. Addition-
ally, it is interesting to observe that the choice of β ≈ 1/3 gives errors of the same order of
magnitude as in the TI-Formulation. Finally, the choice of interpolation points nr that has
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` meme f f ,SV D ratio eoc
0 1.12E+05 0.81 -
1 2.34E+06 0.83 0.96
2 4.83E+07 0.75 1.02
3 9.71E+08 0.59 1.04
4 1.90E+10 0.41 ×

(a) εSV D = 10−9

meme f f ,SV D ratio eoc
1.12E+05 0.81 -
2.34E+06 0.83 0.96
4.83E+07 0.75 1.02
9.71E+08 0.59 1.04
1.88E+10 0.41 ×

(b) εSV D = 10−6

meme f f ,SV D ratio eoc
1.12E+05 0.81 -
2.34E+06 0.83 0.96
4.82E+07 0.75 1.02
9.67E+08 0.58 1.04
1.81E+10 0.39 ×

(c) εSV D = 10−3

Table 5.7: TI-Formulation: Memory and convergence results for SVD compression

preserved the order of convergence is used for a more realistic problem from an engineer’s
point of view – a mixed problem in section 5.2.3.

5.2.2 Singular Value Decomposition Tests

A possible improvement is investigated in this subsection – a further reduction of memory
via low-rank approximations of fully populated blocks. The distinction whether a block is
fully populated or not is known prior to the computation of its entries and identified within
the setup of the blockclustertree. Again, the Dirichlet problem is investigated in terms of
low-rank compression of fully populated blocks.

TI-Formulation Comparing the memory consumption listed in table 5.7 reveals the fact
that for the problem sizes a further compression of fully populated blocks does not really
pay off. It can be seen that even for a low SVD accuracy εSV D = 10−3 the gained savings of
approximately 2% are rather small for the finest level. Despite the fact that the formulation
doesn’t work any more in this level.

CQM-Formulation Comparing the numbers for the CQM-formulation in table 5.8 it
turns out that the gained savings of about 6% are slightly higher.

All in all, it can be said that a further compression does not pay off for the presented
problem sizes. However, when it comes to larger problems, i.e., the subblocks become
larger and larger, methods like the Adaptive Cross Approximation (see [11]) might indeed
be advantageous.
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` meme f f ,SV D ratio eoc
0 4.21E+05 1.02 -
1 9.13E+06 0.96 0.94
2 1.89E+08 0.81 1.04
3 3.97E+09 0.63 1.06
4 8.53E+10 0.49 1.02

(a) εSV D = 10−9

meme f f ,SV D ratio eoc
4.21E+05 1.02 -
9.13E+06 0.96 0.94
1.89E+08 0.81 1.04
3.97E+09 0.63 1.06
8.47E+10 0.48 1.02

(b) εSV D = 10−6

meme f f ,SV D ratio eoc
4.21E+05 1.02 -
9.13E+06 0.96 0.94
1.89E+08 0.81 1.04
3.91E+09 0.62 1.06

7.62E+010 0.43 1.02
(c) εSV D = 10−3

Table 5.8: CQM-Formulation: Memory and convergence results for SVD compression

O
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Γ

Figure 5.6: Mixed Problem

5.2.3 Mixed Problem

Since the Dirichlet Problem is mainly an academic problem – rarely it occurs in engineer-
ing problems – the problem of mixed boundary conditions is the common choice for real
life problems. Nevertheless, in order to have a comparable problem at hand, the example
chosen is well known in the community of transient elastodynamics: a rod.

Domain and parameters A rod of dimensions 1m× 3m× 1m (figure 5.6) is investi-
gated with the same parameters as for the Dirichlet problem (see equation (5.1)). At x2 =
0 m the displacements are zero and at x2 = 3 m, the surface is loaded by t2 = 1H (t) N/m2

with H (t) being the Heaviside function. On the remaining boundary the tractions are set to
zero. For this kind of setting the one-dimensional analytic solutions for the displacements
u2 (x, t) and tractions t2 (x, t) are known (see [40] for instance). To compare the numerical
results with the analytic solutions a vanishing Poisson’s ratio ν = 0 is required. Addition-
ally, the minimum leaf cluster size is set to bmin = 9 and an illustration of the triangulation
is shown in figure 5.7.

Remark 12. It must be stated clearly that the results in this subsection do not make use
of further low-rank compression. The results of subsection 5.2.2 reveal the fact that the
problem sizes are too small to gain further benefit from a low-rank treatment.
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112 elements mesh `= 1 448 elements mesh `= 2

Figure 5.7: Triangulation

` Nt ∆t ne
1 120 1/2 112
2 240 1/4 448
3 480 1/8 1792
4 960 1/16 7168

(a) Parameters

nt meme f f memdns ratio
14 2.99E+06 3.67E+06 0.81
24 6.88E+07 1.02E+08 0.67
42 1.50E+09 2.89E+09 0.52
80 3.09E+10 8.84E+10 0.35

(b) Memory

Table 5.9: TI-Formulation: Mixed Problem bmin = 9

Error The difference between the analytical displacement solution and the center point
at the loaded end (x2 = 3 m) is measured as well as the difference between the analytical
tractions and the center point of the clamped end (x2 = 0 m)

e`u
(

t(n)
)
= u`2

(
3,0,0, t(n)

)
−u2

(
3, t(n)

)
(5.6a)

e`t
(

t(n)
)
= t`2

(
0,0,0, t(n)

)
− t2

(
0, t(n)

)
. (5.6b)

TI-Formulation Concerning the memory consumption it can be seen in table 5.9b that
in the fourth level the memory could be reduced by about 65% and β ≈ 1. Unfortunately,
it turns out that again the formulation suffers from instability as shown in figure 5.8.

The qualitative results for the levels two and three show good agreement for the displace-
ments (figure 5.9a and 5.9c) as well as for the tractions (figures 5.10a and 5.10c). Further-
more, the error is reduced by the uniform refinement as well (indicated by figures 5.9b,
5.9d, 5.10b and 5.10d).

CQM-Formulation Regarding the memory consumption, the formulation based on CQM
yields as well a significant memory reduction of 56% for the finest level and β ≈ 1/3. Con-
trary to the temporal interpolation approach, this formulation shows no stability issues and
would thus be the right choice for engineering applications.
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(b) Detailed section of the instability

Figure 5.8: TI-Formulation: Instability

` Nt ∆t ne
1 360 1/6 112
2 720 1/12 448
3 1440 1/24 1792
4 2880 1/48 7168

(a) Parameters

nt meme f f memdns ratio
55 1.15E+07 1.37E+07 0.84
94 2.75E+08 3.88E+08 0.71

160 6.36E+09 1.08E+10 0.59
296 1.41E+11 3.24E+11 0.44

(b) Memory

Table 5.10: CQM-Formulation: Mixed Problem bmin = 9

The qualitative results again show a good agreement with the analytic solutions as illus-
trated in figures 5.11a and 5.11c with errors shown in figures 5.11b and 5.11d for the
displacements. Accordingly, traction results and the respective errors are shown in figures
5.12a, 5.12c and 5.12b, 5.12d.

Both examples that are based on the TI-formulation, the Dirichlet problem as well as the
mixed one, confirm the stability issues that come along with the temporal interpolation.
Contrary to that, no stability issues have been observed with the proposed method based on
CQM time discretization. However, it must be pointed out that this is simply an observation
and does not imply overall stability of the formulation.

Remark 13. It must be stated clearly that the minimum leaf cluster size is related to the
assembling times such that small values bmin cause longer assembling times and vice versa.
This effect is caused by multiple kernel evaluation on cluster borders.

For the computation of real world problems, a compromise between memory consumption
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(a) Displacements at the free end `= 2
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(b) Error for `= 2
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(c) Displacements at the free end `= 3
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Figure 5.9: TI-Formulation: Displacement results for the rod
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(c) Tractions at the clamped end `= 3
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Figure 5.10: TI-Formulation: Traction results for the rod
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(a) Displacements at the free end `= 2
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(c) Displacements at the free end `= 3
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Figure 5.11: CQM-Formulation: Displacement results for the rod
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(a) Tractions at the clamped end `= 2
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(c) Tractions at the clamped end `= 3
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Figure 5.12: CQM-Formulation: Traction results for the rod
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` Nt ∆t ne
1 360 1/6 112
2 720 1/12 448
3 1440 1/24 1792
4 2880 1/48 7168

(a) Parameters

nt meme f f memdns ratio
55 1.25E+07 1.37E+07 0.91
94 3.03E+08 3.88E+08 0.78

160 7.06E+09 1.08E+10 0.65
296 1.64E+11 3.24E+11 0.50

(b) Memory

Table 5.11: CQM-Formulation: Mixed Problem bmin = 36

and assembling time has to be made. Due to this fact, the following results make use of an
higher minimum leaf cluster size.

Timings From an implementation point of view, parallelization is an essential technique
for providing competitive algorithms. In HyENA, this technique is based on the C++ li-
brary OpenMP [1]. For our purposes, the parallel setup of system matrices as well as the
parallel computation of right hand sides is applied. The latter is illustrated by considering
the summation in equations (4.29), (4.37) and (4.44), where each thread is performing a
matrix-vector product.

The presented examples are based on a minimum leaf cluster size of bmin = 36 for the
efficient CQM-based formulation with interpolation. A larger minimum leaf cluster size
causes the memory to increase by a factor of about 6% in the third and fourth level (com-
pare tables 5.10b and 5.11b). Timings for two formulations are measured in this para-
graph:

1. The first formulation does not make use of the efficient storage and is denoted dns,
i.e., the relevant timesteps are stored densely.

2. The second formulation additionally utilizes the efficient storage, denoted eff.

Note further that the ratio for the comparison of efficient and dense formulation is de-
fined

ratio =
tall,e f f

tall,dns
. (5.7)

For both formulations the assembling and solution times are measured (in seconds) during
the overall computation and listed in table 5.12 for the single CPU solution while table
5.13 refers to the time consumption obtained with parallel treatment (a maximum of 60
CPUs were available).
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` tass,dns tsol,dns tall,dns
1 1.09E+01 9.33E-01 1.18E+01
2 2.69E+02 2.21E+02 4.90E+02
3 7.17E+03 1.31E+04 2.03E+04
4 × × ×

(a) Dense

` tass,e f f tsol,e f f tall,e f f ratio
1 1.16E+01 8.83E-01 1.24E+01 1.05
2 2.97E+02 9.22E+01 3.89E+02 0.79
3 7.13E+03 5.04E+03 1.22E+04 0.60
4 1.57E+05 2.85E+05 4.42E+05 -

(b) Efficient

Table 5.12: CQM-Formulation: Timings from a single CPU computation

` tass,dns tsol,dns tall,dns
1 3.26E+00 6.95E-01 3.96E+00
2 1.88E+01 1.69E+01 3.57E+01
3 2.86E+02 1.49E+03 1.78E+03
4 × × ×

(a) Dense

` tass,e f f tsol,e f f tall,e f f ratio
1 3.99E+00 6.54E-01 4.65E+00 1.17
2 2.07E+01 1.23E+01 3.30E+01 0.93
3 2.22E+02 5.15E+02 7.37E+02 0.42
4 5.12E+03 1.69E+04 2.20E+04 -

(b) Efficient

Table 5.13: CQM-Formulation: Timings from parallel computation

It must be pointed out that the largest level is computable solely with the aid of the pro-
posed efficient formulation, since a dense evaluation exceeds the available memory (indi-
cated with crosses in tables 5.12a and 5.13a).

Table 5.12 indicates the need of parallelization since already the third level takes an overall
computational time of 3.4 hours. Contrary to that, according to table 5.13 the computa-
tional time for the third level is drastically reduced by paralellization to 12 minutes. For the
fourth level, the multi-CPU computation takes only 6.1 hours compared to the single-CPU
time consumption of five days, which equals a scaling factor of 20.

All in all it can be said that the proposed formulation that makes use of parallelization
techniques shows significant improvements. A comparison with a dense evaluation shows
a reduction of memory of 35% and a reduction of 58% in computational time for level three
of the presented mixed problem. The larger level 4 shows even better memory savings of
50% and an overall computational time of 6 hours. Bearing in mind the vector-valued
problem at hand (roughly 1.2 · 104 degrees of freedom in level 4) and almost 2.9 · 103

timesteps to compute, the algorithm is indeed viable for engineering purposes.

Just to give an impression why a faster kernel evaluation scheme (like the chosen cubic
spline interpolation) is indispensable for the presented formulation, consider the timings
of table 5.14. For the third level, the assembling takes 6.3 hours without interpolation
while it reduces to 3.4 minutes with the interpolation scheme. Note that the results of table
5.14 are based on parallel techniques.
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` tass,e f f
1 3.39E+01
2 7.64E+02
3 2.28E+04

(a) without interpolation

` tass,e f f
1 3.99E+00
2 2.07E+01
3 2.22E+02
(b) with interpolation

Table 5.14: CQM-Formulation: Assembling times with and without interpolation

O

x1

x2
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h
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Figure 5.13: Halfspace Problem

5.3 Halfspace Problem

A particular strength of the Boundary Element Method is the capability to treat semi-
infinite domains as well. To show the practical applicability, a blasting physics problem is
investigated in this last example.

Domain and parameters Consider a spherical cavity of radius R that is located (depth
h) underneath the plane defined by x3 = 0. The situation is illustrated in figure 5.13.

A patch of dimensions 30m×30m centered at the origin of the coordinate system is dis-
cretized with different average element length re. Additionally, the sphere is discretized
with almost the same edge length. The vertical displacements u3 (0,0,0, t) are computed at
the origin and plotted in figure 5.15 against the time in milliseconds. An analytic solution
that is taken from [50] (parameters R = 2m, h = 12m) is shown as well as black dotted
line where the pressurization of the cavity follows the expression

p(t) = 5436.56t exp(−2000t) . (5.8)
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3400 elements mesh `= 2

Additional mesh for inner evaluation

Figure 5.14: Triangulation

` Nt ∆t ne
1 63 5.31E-05 2170
2 80 4.19E-05 3400
3 110 3.07E-05 6432

(a) Parameters

meme f f memdns ratio
5.03E+09 6.76E+09 0.74
1.41E+10 2.06E+10 0.68
5.99E+10 9.87E+10 0.61

(b) Memory

Table 5.15: CQM-Formulation: Halfspace Problem
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Figure 5.15: CQM-Formulation: Vertical displacements u3 (t)

Further, the material parameters are E = 78.57GPa, % = 2650 kg/m3 and ν = 0.25. The
results in figure 5.15 reveal the fact that the order of magnitude of the response is recovered
quite well and the approximations tend towards the exact solution by refinement of the
triangulation (approximately 104 unknowns for the finest level of discretization).

Additionally, an inner point evaluation is performed in order to see what happens un-
derneath the halfspace plane. To this end, at x1 = 0, for a vertical patch of 30m× 7m
the displacements are evaluated. To get an impression of the displacements both, the z-
displacements on the halfspace surface as well as the interior are plotted in figures 5.16
and 5.17. Note that the upper picture shows the displacements of the halfspace surface
(top view) while the lower picture corresponds to the interior.

Remark 14. The results obtained in this example are chosen such that reflections from the
boundary of the discretization do not have an influence. These reflections certainly occur
due to the fact that the assumption (see section 3.1.6) of a closed boundary is not valid any
more.
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t = 1.0ms t = 1.2ms t = 1.4ms

t = 1.6ms t = 1.8ms t = 2.0ms

Figure 5.16: CQM-Formulation: Halfspace motion (first part)
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t = 2.2ms t = 2.4ms t = 2.8ms

t = 3.0ms t = 3.2ms t = 3.4ms

Figure 5.17: CQM-Formulation: Halfspace motion (second part)



6 CONCLUSION

This thesis establishes concepts for efficiency improvements of transient BEM formula-
tions based on two standard time discretizations. On the one hand a temporal interpolation
of the field variables is used with analytic integration of the convolution integral and, on
the other hand the Convolution Quadrature Method is applied to directly obtain approxi-
mations of the convolution integral.

Additionally, regarding the CQM-based formulation, a new concept for the computation
of the convolution weights is successfully implemented. This concept does not make use
of the standard computation routines via numerical approximations of the Cauchy integral
– instead, closed-form expressions are developed and used for the computation. Unfortu-
nately, it turns out that these expressions are expensive to evaluate – even by making use
of the derived recurrence relations. This drawback is overcome in the presented formula-
tion by establishing a cubic spline interpolation scheme on these functions. Although an
additional approximation is introduced, this treatment significantly speeds up the matrix
evaluation while preserving the accuracy.

During the derivation of the closed-form expressions for these weights strong similarities
between the two formulations are worked out - properties that allow for a ’sparsification’ of
the system matrices that are obtained by a collocation scheme in the fully discrete setting.
Consequently, this information is integrated into an ’efficient storage scheme’ based on
hierarchical matrices.

The numerical results verify the efficiency improvements for both types of time discretiza-
tion with a significant reduction of memory that is achieved with the proposed method
while the convergence remains unchanged. The method is capable to treat problems with
pure and mixed boundary conditions as well as halfspace problems. Additionally, it is
shown how indirect approaches can be utilized for testing purposes.

Regarding the formulation based on temporal interpolation and analytic integration a well-
known disadvantage shows up in the investigated problems: instabilities. Contrary to
that, these effects could not be observed for the CQM-based formulation. The very fact
that these instabilities did not occur is reason enough to prefer the CQM for any real
engineering application.

Summing up, it can be said that the CQM time discretization based on direct weight evalu-
ation combined with the developed efficient storage scheme results in a numerical method
that is capable to appropriately treat the transient elastodynamic problem for engineering

83
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purposes. It turns out that a substantial speedup in the overall computation time is achieved
for large problem sizes.

In view of the obtained results, possible further research might be directed towards more
sophisticated fundamental solutions such as, e.g., visco and poroelasticity. Investigations
should include the derivations of closed-form expressions as well as studies whether a
meaningful cut-off can be found (in terms of negligible parts of the time history – even if
a physical cut-off does not exist).

Bearing in mind the recursive construction of the weights, an interesting attempt would be
the recursive construction of the system matrices on the Gausspoint-level. A first try could
address the transient scalar wave equation.



A APPENDIX BOUNDARY VALUE PROBLEM

A.1 Laplace-Domain Fundamental Solutions

Solution of the homogeneous PDE The function Ûi j (r,s) fulfills the homogeneous
Partial Differential Equation (2.15) column-wise in all points except r = 0. This property
is shown following a neatly arranged work of Kupradze and Burchuladze [55]. Using the
corresponding notation, Ûi j (r,s) reads

Ûik (r,s) =
2

∑
α=1

(δikAα +Bα (s)∂yi∂yk)

(
1
r

e−
rs
cα

)
(A.1)

with r = |y−x|, i, j = 1,2,3 and coefficients

Aα = δ2α

(
4π%c2

2
)−1

and Bα (s) = (−1)(α−1) (4π%s2) . (A.2)

To continue, consider the identities(
∂yi∂yi−

s2

c2
2

)
Ûi j (r,s) =−

1
4π

λ +µ

µ (λ +2µ)
∂yi∂y j

(
1
r

e−
rs
c1

)
(A.3)

∂yi
(
Ûi j (r,s)

)
=

1
4π

1
λ +2µ

∂y j

(
1
r

e−
rs
c1

)
. (A.4)

The validity of these identities is shown in the next paragraph. Substituting the fundamen-
tal solution for the displacement field in the underlying PDE then gives(
Ai j (∂y)−δi j

s2

c2
2

)
Û jk (r,s) = µδi j

(
∂yi∂yi−

s2

c2
2

)
Û jk (r,s)+(λ +µ)∂yi∂y j

(
Û jk (r,s)

)
=− 1

4π

λ +µ

λ +2µ
∂yi∂yk

(
1
r

e−
rs
c1

)
+(λ +µ)∂yi∂y j

(
Û jk (r,s)

)
=

1
4π

λ +µ

λ +2µ

(
−∂yi∂yk

(
1
r

e−
rs
c1

)
+∂yi∂yk

(
1
r

e−
rs
c1

))
.

The parenthesized term vanishes, thus the columns of the fundamental solution are indeed
solutions of the homogeneous PDE.
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86 A Appendix Boundary Value Problem

Identities (A.3) and (A.4) To show the validity consider with the aid of equation (2.25)
that

∂yi∂yi

(
1
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=− 1

r
e−

rs
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1
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+ riri
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(
3r−4 +3

s
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r−3 +
s2

c2
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)

.

Summing up finally yields

∂yi∂yi

(
1
r

e−
rs
cα

)
=

s2

c2
α

1
r

e−
rs
cα . (A.5)

With the aid of equation (A.5) the validity of identity (A.3) is shown(
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. (A.6)

To establish the second identity (A.4) note that

∂yi
(
Ûi j (r,s)

)
= ∂yi
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For α = 2 the first parenthesized term vanishes and consequently

∂yi
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)
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. (A.7)
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Equality of Cruse’s [22] and Kupradze’s [55] notation Using the identity

∂yi∂y j
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)
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3
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3s
cαr
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s2
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α

)
r,ir, j−
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s
cαr

)
δi j

)
, (A.8)

in equation (A.1) and collection terms that belong to δi j and r,ir, j yields Cruse’s represen-
tation (2.20).

Solution of the homogeneous PDE Substituting the displacement field in equation
(2.15) with T̂i j (r,s) yields(

Ai j (∂y)−δi j
s2

c2
2

)
T̂jk (r,s) =

(
Ai j (∂y)−δi j

s2

c2
2

)(
Tkl (∂y,n(y))Ûl j (r,s)

)
= Tkl (∂y,n(y))

((
Ai j (∂y)− s2

c2
2

)
Û jl (r,s)

)
(A.9)

with exchanged differentiation order and the symmetry of Ûi j (r,s) = Û ji (r,s). Thus,
even T̂i j (r,s) fulfills the homogeneous partial differential equation column-wise, since the
parenthesized expression in the above equation vanishes for r 6= 0.

Representation of the traction fundamental solution Applying the alternative repre-
sentation of the stress operator onto the transpose of the displacement fundamental solution
reads as

T̂i j (r,s) =T jk (∂y,n(y))Ûki (r,s)
=2µM jk (∂y,n(y))Ûki (r,s)+(λ +2µ)n j (y)∂ykÛki (r,s)
−µnk (y)∂y jÛki (r,s)+µδ jk∂nyÛki (r,s) .

The second term can be simplified with the aid of equation (A.4) and what follows is

T̂i j (r,s) = 2µM jk (∂y,n(y))Ûki (r,s)+
1

4π
n j (y)∂yi

(
1
r

e−
rs
c1

)
−µnk (y)∂ykÛki (r,s)+µδ jk∂nyÛki (r,s) .

The third and fourth term are treated separately for the sake of readability

−µnk (y)∂y jÛki (r,s) =−µnk (y)
2

∑
α=1

(
δikAα∂y j +Bα (s)∂yi∂y j∂yk

)(1
r

e−
rs
cα

)
µδ jk∂nyÛki (r,s) = µδ jknl (y)

2

∑
α=1

(
δikAα∂yl +Bα (s)∂yi∂y j∂yl

)(1
r

e−
rs
cα

)
= µnk (y)

2

∑
α=1

(
δi jAα∂yk +Bα (s)∂yi∂y j∂yk

)(1
r

e−
rs
cα

)
.
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Summing up gives

−µnk (y)∂y jÛki (r,s)+µδ jk∂nyÛki (r,s) =

−µni (y)A2∂y j

(
1
r

e−
rs
c2

)
+µδi jA2∂ny

(
1
r

e−
rs
c2

)
.

thus the reformulation takes the form

T̂i j (r,s) =2µM jk (∂y,n(y))Ûki (r,s)+δi j
1

4π
∂ny

(
1
r

e−
rs
c2

)
+

1
4π

n j (y)δik∂yi

(
1
r

e−
rs
c1

)
− 1

4π
ni (y)δik∂y j

(
1
r

e−
rs
c2

)
.

Finally, adding and subtracting yields the appropriate expression

T̂i j (r,s) =2µM jk (∂y,n(y))Ûki (r,s)+δi j
1

4π
∂ny

(
1
r

e−
rs
c2

)
+

1
4π

n j (y)δik∂yi

(
1
r

e−
rs
c1

)
− 1

4π
ni (y)δik∂y j

(
1
r

e−
rs
c2

)
− 1

4π
nk (y)δik∂y j

(
1
r

e−
rs
c1

)
+

1
4π

nk (y)δik∂y j

(
1
r

e−
rs
c1

)
=2µM jk (∂y,n(y))Ûki (r,s)−

1
4π

δikM jk (∂y,n(y))
(

1
r

e−
rs
c1

)
+

1
4π

ni (y)∂y j

(
1
r

e−
rs
c1 −1

r
e−

rs
c2

)
+δi j

1
4π

∂ny

(
1
r

e−
rs
c2

)
. (A.10)
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B.1 Temporal Interpolation (TI)

Weight functions θ
(n−m)
i j (r) The representation of the traction fundamental solution

(2.32) consists of a term that involves the displacement fundamental solution as well as
additional expressions. Thus, the convolution integral with the piecewise linear shape
functions reads

t(m+1)∫
t(m−1)

Ti j

(
r, t(n)− τ

)
ϕ

t,1
m (τ)dτ u(m)

j (y) =

2µM jk (∂y,n(y))
t(m+1)∫

t(m−1)

Uki

(
r, t(n)− τ

)
ϕ

t,1
m (τ)dτ u(m)

j (y)

− 1
4π

δikM jk (∂y,n(y))
t(m+1)∫

t(m−1)

1
r

δ (τ1− τ)ϕ
t,1
m (τ)dτ u(m)

j (y)

+
1

4π

ni (y)r j

r

t(m+1)∫
t(m−1)

1
r2 (δ (τ2− τ)−δ (τ1− τ))ϕ

t,1
m (τ)dτ u(m)

j (y)

+
1

4π

ni (y)r j

r

t(m+1)∫
t(m−1)

1
r

(
1
c2

δ̇ (τ2− τ)− 1
c1

δ̇ (τ1− τ)

)
ϕ

t,1
m (τ)dτ u(m)

j (y)

− 1
4π

nk (y)rk

r
δi j

t(m+1)∫
t(m−1)

1
r

(
1
r

δ (τ2− τ)+
1
c2

δ̇ (τ2− τ)

)
ϕ

t,1
m (τ)dτ u(m)

j (y) . (B.1)

Due to the fact that linear continuous temporal shape functions ϕ
t,1
m (t) are used, ten dif-

ferent cases c = 1,2, . . . ,10, listed in table B.1 are distinguished. The integration over the
first term in (B.1), involving Ui j (r, t)

ω
(n−m)
i j (r) =

t(m+1)∫
t(m−1)

Ui j

(
r, t(n)− τ

)
ϕ

t,1
m (τ)dτ (B.2)
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c = 1: τ2 < τ1 < t(m−1) < t(m) < t(m+1)

c = 2: τ2 < t(m−1) < τ1 < t(m) < t(m+1)

c = 3: t(m−1) < τ2 < τ1 < t(m) < t(m+1)

c = 4: τ2 < t(m−1) < t(m) < τ1 < t(m+1)

c = 5: t(m−1) < τ2 < t(m) < τ1 < t(m+1)

c = 6: τ2 < t(m−1) < t(m) < t(m+1) < τ1

c = 7: t(m−1) < τ2 < t(m) < t(m+1) < τ1

c = 8: t(m−1) < t(m) < τ2 < τ1 < t(m+1)

c = 9: t(m−1) < t(m) < τ2 < t(m+1) < τ1

c = 10: t(m−1) < t(m) < t(m+1) < τ2 < τ1

Table B.1: Case distinction for the linear shape functions ϕ
t,1
m (t)

gives

ω
(n−m)
i j (r,c) =

1
4π%∆t

(
1
6

0
f i j (r)

0
ϒ(r,c)+

1
f i j (r)

1
ϒ(r,c)+

2
f i j (r)

2
ϒ(r,c)

)
(B.3)

with abbreviations
i
ϒ(r,c) with i= 0,1,2 shown in tables B.2 and B.3. The second integral

of (B.1) results in

0
Λ

(n−m) (r,c) =
t(m+1)∫

t(m−1)

1
r

δ (τ1− τ)ϕ
t,1
m (τ)dτ (B.4)

with quantities
0
Λ (n−m) (r,c) according to table B.4.

The third and fourth integrals yield

1
Λ

(n−m) (r,c) =
t(m+1)∫

t(m−1)

(
1
r2 δ (τ2− τ)− 1

r2 δ (τ1− τ)

)
ϕ

t,1
m (τ)

+

t(m+1)∫
t(m−1)

1
r

(
1
c2

δ̇ (τ2− τ)− 1
c1

δ̇ (τ1− τ)

)
ϕ

t,1
m (τ)dτ , (B.5)

where again the expressions are listed in table B.4.
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0
ϒ(r,c)

c = 1,10: 0

c = 2: −
(

τ1− t(m−1)
)2(

2τ1 + t(m−1)−3t(n)
)

c = 3: −(τ1− τ2)
(

2
(
τ2

1 + τ2
2 + τ1τ2

)
+6t(m−1)t(n)−3(τ2 + τ1)

(
t(m−1)+ t(n)

))

c = 4:

2
(

τ
3
1 +
(

t(m)
)3
)
−
(

t(m−1)
)2(

t(m−1)−3t(n)
)

+6
(

τ1t(m+1)−
(

t(m)
)2
)

t(n)−3τ
2
1

(
t(m+1)+ t(n)

)

c = 5:
2
(

τ
3
1 + τ

3
2 +
(

t(m)
)3
)
+6
(

τ2t(m−1)+ τ1t(m+1)−
(

t(m)
)2
)

t(n)

−3τ
2
2

(
t(m−1)+ t(n)

)
−3τ

2
1

(
t(m+1)+ t(n)

)
c = 6: 6∆t2

(
t(n)− t(m)

)

c = 7:

2
(

τ
3
2 +
(

t(m)
)3
)
−
(

t(m+1)
)2(

t(m+1)−3t(n)
)

+6
(

τ2t(m−1)−
(

t(m)
)2
)

t(n)−3τ
2
2

(
t(m−1)+ t(n)

)

c = 8: (τ1− τ2)
(

2
(
τ2

1 + τ2
2 + τ1τ2

)
+6t(m+1)t(n)−3(τ2 + τ1)

(
t(m+1)+ t(n)

))

c = 9: −
(

τ2− t(m+1)
)2(

2τ2 + t(m+1)−3t(n)
)

Table B.2: Coefficients
0
ϒ(r,c)
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1
ϒ(r,c)

2
ϒ(r,c)

c = 1,10: 0 0

c = 2: τ1− t(m−1) 0

c = 3: τ1− t(m−1) τ2− t(m−1)

c = 4: −τ1 + t(m+1) 0

c = 5: −τ1 + t(m+1) τ2− t(m−1)

c = 6: 0 0

c = 7: 0 τ2− t(m−1)

c = 8: −τ1 + t(m+1) −τ2 + t(m+1)

c = 9: 0 −τ2 + t(m+1)

Table B.3: Coefficients
1
ϒ(r,c),

2
ϒ(r,c)

Finally, the last integral in (B.1) is abbreviated via

2
Λ

(n−m) (r,c) =
t(m+1)∫

t(m−1)

1
r

(
1
r

δ (τ2− τ)+
1
c2

δ̇ (τ2− τ)

)
ϕ

t,1
m (τ)dτ (B.6)

and listed in table B.4. With these expressions at hand, the (n−m)-th weight can be written
as

θ
(n−m)
i j (r,n(y)) =2µM jk (∂y,n(y))ω

(n−m)
ki (r)− 1

4π
δikM jk (∂y,n(y))

0
Λ

(n−m) (r,c)

+
1

4π

ni (y)r j

r

1
Λ

(n−m) (r,c)− 1
4π

nk (y)rk

r
δi j

2
Λ

(n−m) (r,c) . (B.7)
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0
Λ n (r,c)r∆t

1
Λ n (r,c)r∆t

2
Λ n (r,c)r∆t

c = 1,10: 0 0 0

c = 2: τ1− t(m−1) − 1
c1
− 1

r

(
τ1− t(m−1)

)
0

c = 3: τ1− t(m−1) 1
c2
− 1

c1
− 1

r (τ1− τ2)
1
c2
+ 1

r

(
τ2− t(m−1)

)
c = 4: −τ1 + t(m+1) 1

c1
+ 1

r

(
τ1− t(m+1)

)
0

c = 5: −τ1 + t(m+1) 1
c1
+ 1

c2
+ 1

r

(
τ2 + τ1−2t(m)

)
1
c2
+ 1

r

(
τ2− t(m−1)

)
c = 6: 0 0 0

c = 7: 0 1
c2
+ 1

r

(
τ2− t(m−1)

)
1
c2
+ 1

r

(
τ2− t(m−1)

)
c = 8: −τ1 + t(m+1) 1

c1
− 1

c2
+ 1

r (τ1− τ2) − 1
c2
− 1

r

(
τ2− t(m+1)

)
c = 9: 0 − 1

c2
− 1

r

(
τ2− t(m+1)

)
− 1

c2
− 1

r

(
τ2− t(m+1)

)
Table B.4: Expressions

0
Λ n (r,c),

1
Λ n (r,c) and

2
Λ n (r,c) scaled by r∆t

.

B.2 Direct Weight Evaluation for Elastodynamics

Basic principle for the recurrence construction As a starting point serves equation
(3.48)

(n)

P0
α (r) =

1
n!

(
r

2cα∆t

) n
2

exp
(
− 3r

2cα∆t

)
Hn

(√
2r

cα∆t

)
.



94 B Appendix Discretization

The increment (n+1) in combination with the recursive definition of the Hermite polyno-
mial [2] yields

(n+1)

P0
α (r) =

1
(n+1)!

(
r

2cα∆t

) n+1
2

exp
(
− 3r

2cα∆t

)
Hn+1

(√
2r

cα∆t

)
=

1
(n+1)

1
n!

√
r

2cα∆t

(
r

2cα∆t

) n
2

exp
(
− 3r

2cα∆t

)
Hn+1

(√
2r

cα∆t

)
=

1
(n+1)

2r
cα∆t

1
n!

(
r

2cα∆t

) n
2

exp
(
− 3r

2cα∆t

)
Hn

(√
2r

cα∆t

)
︸ ︷︷ ︸

(n)

P0
α (r)

− 1
(n+1)

r
cα∆t

1
(n−1)!

(
r

2cα∆t

) n−1
2

exp
(
− 3r

2cα∆t

)
Hn−1

(√
2r

cα∆t

)
︸ ︷︷ ︸

(n−1)

P0
α (r)

=
1

(n+1)
r

cα∆t

(
2
(n)

P0
α (r)−

(n−1)

P0
α (r)

)
.

Deriving the recurrences for the expressions
(1)

P0
α (r) and

(2)

P0
α (r) follows the same strategy

but is rather cumbersome.

Improved precision recurrence It turns out that the evaluation of the first recurrence
expression

(0)

P0
α (r) = exp

(
− 3r

2cα∆t

)
(B.8)

can cause problems if r gets very large or cα∆t get small, since in such a situation, the
exponential is evaluated to zero for double precision data types. Since the choice of a
high precision data type is usually not an option a logarithm technique has to be applied to
overcome the problem. Such a logarithm technique is fairly common in the computation
of binomial coefficients with double precision data types (see, e.g., [74]). In order to apply
this technique, the problem at hand is slightly reformulated to

(n+1)

P0
α (r) =

(n+1)

κ
0
α (r)

(0)

P0
α (r) (B.9)
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Figure B.1: Function evaluation based on logarithm technique

with the new factor

(0)

κ
0
α (r) = 1,

(1)

κ
0
α (r) =

2r
cα∆t

(B.10)

(n+1)

κ
0
α (r) =

1
(n+1)

r
cα∆t

(
2
(n)

κ
0
α (r)−

(n−1)

κ
0
α (r)

)
. (B.11)

The main idea behind the logarithmic representation is to rewrite (B.9) to

(n+1)

P0
α (r) = exp

(
log

(n+1)

κ
0
α (r)+ log

0
P0

α (r)

)
(B.12)

where instead of
(n+1)

κ0
α (r) the expression

(n+1)

κ̃0
α (r) = log

(n+1)

κ0
α (r) is computed recursively.

Certainly, special care has to be taken if
(n+1)

κ0
α (r) < 0, thus the signs have to be tracked

within the recursion. The computation can be achieved by algorithm 1. A minimal exam-
ples that illustrates the capability of this technique is shown in figure B.1 where the func-

tion
(n+1)

P0
α (r) is plotted for the 105-th timestep with c∆t = 2−10 in the range r ∈ (96,98).

This is far beyond of what is computable with the standard recurrence.
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Algorithm 1 Function evaluation based on a logarithmic representation
1: function EVALUATE(r,c∆t,n)
2: logP←− 3r

c∆t . initialize

3:
0

κ̃0
α (r)← 0 and

0
sgn← 1

4:
1

κ̃0
α (r)← log r

c∆t and
1

sgn← 1
5: for i = 2 : 1 : n do . recurrence loop

6: tmp←
(i−1)
sgn
(i−2)
sgn

exp

(
(i−1)

κ̃0
α (r)−

(i−2)

κ̃0
α (r)

)
7:

i
sgn←−1

8: if
(i−1)
sgn > 0∧

(i−2)
sgn > 0∧ tmp > 1

2 then . test whether
i

κ̃0
α (r)> 0 or not

9:
i

sgn← 1

10: else if
(i−1)
sgn < 0∧

(i−2)
sgn > 0∧ tmp <−1

2 then

11:
i

sgn← 1

12: else if
(i−1)
sgn < 0∧

(i−2)
sgn < 0∧ tmp < 1

2 then

13:
i

sgn← 1

14: else if
(i−1)
sgn > 0∧

(i−2)
sgn < 0∧ tmp >−1

2 then

15:
i

sgn← 1
16: end if

17:
i

κ̃0
α (r)← log r

ic∆t . compute
i

κ̃0
α (r)

18:
i

κ̃0
α (r)←

i
κ̃0

α (r)+
(i−2)

κ̃0
α (r)

19: tmp← 2
(i−1)
sgn
(i−2)
sgn

exp

(
(i−1)

κ̃0
α (r)−

(i−2)

κ̃0
α (r)

)
−1

20: if tmp > 0 then

21:
i

κ̃0
α (r)←

i
κ̃0

α (r)+ log(tmp)
22: else

23:
i

κ̃0
α (r)←

i
κ̃0

α (r)+ log(−tmp)
24: end if
25: end for
26: if

n
sgn > 0 then . return function value

27: return exp
( n

κ̃0
α (r)+ logP

)
28: else
29: return −exp

( n
κ̃0

α (r)+ logP
)

30: end if
31: end function
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C.1 Direct Problem

Full-space solution The full-space solutions for displacements and tractions are con-
structed according to the textbook of Eringen and Suhubi [27]. As a starting point serves
the definition of a time dependent function that defines the temporal behavior of a singular
spatial source that is applied to the full space. It is required that this function is at least
twice differentiable with respect to the time variable t. To this end the function is defined
with real parameters a and b such that

f (t) = exp−a(t− r
cα
−ab)

2

. (C.1)

Given an observation point x and a source point P as well as the direction vector d. The
displacement field u(x, t) is computed with the radius vector r = p−x by

ui (x, t) =U ′i j (r, t)d j (C.2)

where U ′i j (r) is defined with functions (2.28) by

U ′i j (r) =
1

4π%

0
f i j (r)

1/c2∫
1/c1

λ f (t−λ r)dλ +
1
f i j (r) f

(
t− r

c1

)
+

2
f i j (r) f

(
t− r

c2

) .

(C.3)

The integral in (C.3) is evaluated to

1/c2∫
1/c1

λ f (t−λ r)dλ =
1

2ar2

(
exp
(
−q2

1 (r)
)
− exp

(
−q2

2 (r)
)

+
√

aπ (ab− t)(erf(q1 (r))− erf(q2 (r)))
)

, (C.4)

where erf(x) denotes the Error Function

erf(x) =
2√
π

x∫
0

exp
(
−t2)d t and qα (r) =

√
a

cα

(abcα + r− cαt) . (C.5)
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Additionally, the full-space traction solution is obtained by evaluation of

ti (x, t) =−T ′i jk (r, t)n j (x)dk (C.6)

where the third-order tensor is given as

T ′i jk (r, t) =
%

4π

(
0
gi jk (r)

1/c2∫
1/c1

λ f (t−λ r)dλ

+
1
gi jk (r)

(
f
(

t− r
c2

)
−
(

c2

c1

)2

f
(

t− r
c1

))

+
2
gi jk (r)

(
ḟ
(

t− r
c2

)
−
(

c2

c1

)3

ḟ
(

t− r
c1

))

+
3
gi jk (r)

(
f
(

t− r
c1

)
+

r
c1

ḟ
(

t− r
c1

))
+

4
gi jk (r)

(
f
(

t− r
c2

)
+

r
c2

ḟ
(

t− r
c2

)))
(C.7)

with abbreviations

0
gi jk (r) =−

6c2
2

r2

(
5

rir jrk

r3 −
δi jrk +δikr j +δ jkri

r

)
1
gi jk (r) =

2
r2

(
6

rir jrk

r3 −
δi jrk +δikr j +δ jkri

r

)
2
gi jk (r) =

2rir jrk

r4c2

3
gi jk (r) =−

(
1−2

(
c2

c1

)2
)

δi jrk

r3

4
gi jk (r) =−

1
r2

(
δikr j

r
+

δ jkri

r

)
.

Note that the parameters are set to a = 0.1 and b = 100 for all presented examples, the
chosen source point is P(1,1,1) and p = OP (vector d and point P are illustrated in figures
5.1 and 5.4).

Remark 15. The source point P has to be chosen such that the homogeneous boundary
conditions are met (i.e., far enough from the domain).
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